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Why one more monitoring tool,
what does make it different from the others?

• There are tools for monitoring individual services, set of  
services at the local sites, services at a given Grid middleware
flavor.

• LHC experiments need a monitoring system which would 
provide an overall picture of the VO activities on the Grid with a 
single entry point to the monitoring data collected from the 
distributed system

- independent of the Grid flavor
- covering different areas (job processing, data transfer, data 
access and publishing…)
- following various aspects of the VO activities (usage/sharing of 
the resources, success rates, indication of problems of any 
origin) 
- combining Grid job status and service status information with 
the specific data of the experiment/application

- reliable and flexible enough to allow rapid integration with the 
new requirements
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Dashboard Architecture

Dashboard DB

RB WNs

R-GMA
MonalisaRB

Web Service InterfaceR-GMA Client API

RGMA
Collector

Monalisa
Collector

Oracle

IC RTMRB
Collector

IC RTMRB

XML files

HTTP

Historical
plots and 
statistics

Dashboard
Interactive WEB

UI

RRD

ATLAS DDM
Site Services

SAM sensors
(XML)Potentially other 

Clients:
PANDA, ATLAS production
<XML,CSV, image formats>

INPUT
Multiple sources of information
• Increasing the reliability
• Providing both global and very detailed view

Can satisfy users with various
roles:
•Generic user running his jobs 

on the Grid
•Site administrator
•VO manager, production or analysis

group coordinator, 
data transfer coordinator…

OUTPUT
Providing output in various formats
(Web pages, xml, csv, image formats)

Can be used by various clients
both users and  applications
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CMS Dashboard

• Project was started by ARDA group in collaboration with MonAlisa
team on request of the CMS experiment
in August 2005. 
First prototype was ready by the beginning of October 2005 for 
SC3.  Main focus on job monitoring.

• Current version is in production since May 2006.
• CMS Dashboard is the most advanced one comparing to ATLAS 

and LHCb Dashboards regarding job monitoring , since all CMS 
submission tools are instrumented for the dashboard reporting.

• Following the requirements of the experiment 
CMS Dashboard is now covering other activities like
transfer load tests, Tier-0 monitoring, IO rate monitoring
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CMS Dashboard for CSA06

Widely used during CSA06.
• During CSA06 CMS was submitting up to 65K jobs per day 

- Using several middleware platforms (LCG, OSG, gLite)
- Using different submission methods (LCG RB, bulk submission via gLite
RB, condor-g submission)
- Only small fraction of jobs were submitted via LCG RB and could be 
monitored with RGMA or GridPP.

• Dashboard is used for the monitoring of the Tier-0 activity.  
CSA06 Tier-0 monitoring  represented monitoring of the emulation-
prototypes. The goal was to demonstrate that workflow and 
dataflow are feasible, i.e. that steady-state operation of the system 
with the desired throughput is possible. 
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Job monitoring for CSA06

61012 jobs submitted per day
Grid success rate 97.45%

Application success rate 97.88%
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ATLAS Dashboard 
• Started in early spring 2006
• Job monitoring part has a lot in common with CMS. 

This made possible to have  first prototype ready by 
the beginning of May 2006. Still some effort required to 
instrument ATLAS analysis job submission tools 
(GANGA, PANDA) for the Dashboard reporting. Work is 
ongoing.

• Important part of the ATLAS Dashboard is Data 
Management Monitoring (Benjamin’s talk later today).
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LHCb and  ALICE  Dashboard

• Experience with the  CMS and ATLAS Dashboard  allowed to 
decouple a common core part regarding both functionality and 
implementation which can be reused for any VO.

• Improvement of the deployment procedure was required. 
• LHCb Dashboard (job monitoring) was setup in November 2006
• Next step is setting up of the same service (job monitoring) for

ALICE.  
Transfer monitoring for ALICE is available since September 2006.

http://dashboard.cern.ch/cms
http://dashboard.cern.ch/atlas
http://dashboard.cern.ch/lhcb
http://dashboard.cern.ch/alice
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Job monitoring

• What is the status of the jobs 
-belonging to an individual user/group/VO                        
-submitted to a given site or Grid flavor or via a given resource broker           
-reading a certain data sample, running a certain application…

• If they are pending/running – for how long, where?
• If they are finished, whether they failed or ran properly?
• If they failed – why?
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Interactive interface example

•Bars and numbers are clickable
•Table is scrollable

•High Grid failure rate on the site, no jobs
are succefull from the application point of view
•Site is overloaded or has a trouble, 
all jobs are pending
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Example of user task monitoring

Click on the bar and 
sort by dataset
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Example of user task monitoring

Click on the bar and sort by site
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Example of user task monitoring

All jobs in Madison and Purdue are failing
All jobs in Florida are aborted

These sites can be excluded during resubmission
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Pre-defined views

– Graphical interface as an entry point for the time history
– http://arda-dashboard.cern.ch:8080/CoffeeView

CLICK

CLICK
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History is available per 
site/rb/application/activity

CLICK


