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High-Luminosity LHC (HL-LHC)
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Fig 1: HL-LHC timeline

Fig 2: HL-LHC CMS detector upgrade highlights

• Aim: to deliver a much larger dataset for physics to the LHC experiments

Instantaneous

Luminosity

Pile-up (average) Integrated 

luminosity

Run-2 2.1 x 1034 cm-2s-1 55

HL-LHC (baseline) 5 x 1034 cm-2s-1 140 3000 fb-1 (10 

years)

HL-LHC (ultimate) 7.5 x 1034 cm-2s-1 200 4000 fb-1 (10 

years)



L1 trigger principle
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• At design parameters the LHC produces:

• ~109 collisions/second in CMS detectors.

• each event is ~ 1 MB.

• 109 collisions/s x 1 Mbyte/collision =

1015 bytes/s = 1 PB/s (1 Petabyte/second)

• Problem:

• It is impossible to store and process this large

amount of data

• Solution:

• a drastic rate reduction has to be achieved.

• A trigger is designed to reject the uninteresting

events and keep the interesting ones.

Fig 3: Trigger system



Calorimeter L1 trigger architecture (Barrel/Endcap/HF)
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• Calorimeter trigger is processed in the

following steps:

• Barrel: Regional calorimeter trigger (RCT)

and Global calorimeter trigger (GCT)

• HF and HGCAL: GCT

• RCT geometry for the FPGA processing:

• 17η×4𝜙 of the barrel (36 FPGA)

• 17η×6𝜙 of the barrel (24 FPGA)

• GCT geometry for the FPGA (3 XCVU13P)

processing:

• 12 unique RCT (17η×4𝜙) + 4 neighbours

• 8 unique RCT (17η×6𝜙 ) + 4 neighbours

Fig 4: Calorimeter trigger architecture



Barrel Calorimeter Segmentation (TDR) 
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Fig 5: Barrel calorimeter segmentation



Calorimeter Trigger Development
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HDL 

Wrapper

+

Trigger 

algorithm

• The trigger algorithms are implemented by using Xilinx

Vivado-HLS (high level synthesis) tool

• Rapid prototyping

• Codes are written in C++

• HLS synthesizes the code to generate the RTL and

• Provide an early estimate of latency and resource

utilization

• Increased ease of collaboration and code sharing

for algorithm design

• Downstream:

• Integration of the algo with the firmware shell

(orange box) that provides

• MGT link instantiation

• TCDS connectivity

• DAQ support,

• and an AXI interface to the controlling system

• Uses HDL wrapper for integration (magenta box)

HDL 

Wrapper

+

Trigger 

algorithm

Fig 7: Trigger algo device 

implementation 

Fig 6: Vivado-HLS performance 

estimates of trigger algorithm



RCT Algorithm
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Regional Calorimeter Trigger (RCT) creates e/γ clusters and towers and sends them to Global Calorimeter Trigger (GCT)

Fig 9: e/gamma cluster 

making in RCT algorithm

• Algorithm is divided in three part

• RCT8x4:

• Implemented in SLR1

• Processes the 8η x 4𝜙 RCT

regions

• only ECAL.

• RCT9x4

• implemented in SLR2

• processes the 9η x 4𝜙 RCT

regions

• ECAL

• 16η x 4𝜙 HCAL data.

• RCTSUM

• implemented in SLR2

• combines both the

algorithm and sends the

output to the GCT.

Fig 8: RCT algorithm organisation and dataflow 

Fig 10: RCT algorithm HLS results



RCT slice test
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• The bitstream is generated and successfully tested on

the APd1 board.

• The implementation is scalable for the region of 17η×6𝜙
(can use 3 SLRs).

Fig 13: RCT Device 

Implementation
Fig 12: Timing and utilization summary

Implemented in 2 SLRs of XCVU9P FPGA

Fig 11: Prototyped APd1 board



GCT Slice test (RCT to GCT)
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• Tested on a single card:

• Replicate the 4 RCT output links x5

(20 input) ~ GCT processing 5 RCT

cards

• This GCT algorithm (stitches the

E/gamma between the RCT cards and

produces the final towers) is synthesized

in HLS.

• Implemented in

• XCVU9P FPGA

• Clock: 240 MHz

• Link bandwidth: 16 gbps

Fig 15: GCT algorithm HLS results  

Fig 14: RCTTDR and GCT algorithm implementation in three SLR



GCT Slice test
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Fig 17: GCT device 

implementation

• The bitstream is generated and the project passes

the timing constraints.

• Following are the algorithms device placement:

• RCT8x4: SLR1

• RCT9x4: SLR2

• RCTSUM: SLR2

• GCT: SLR0

• Post implementation device utilization is within

the boundary.

• The bitstream is successfully tested on the APd1

board.

Fig 16: Utilization and 

timing summary (setup)

Fmax
= 1/(4.167-0.019) ~ 241 MHz



Summary
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• RCT algorithm is developed in Vivado-HLS and implemented and tested on APd1

board (based on Xilinx XCVU9P FPGA)

• Clock speed: 240 MHz

• Link bandwidth: 16 Gbps

• Project passes the timing constraints

• Tested successfully

• GCT algorithm is developed in Vivado-HLS and implemented together with the RCT

algorithm and in tested on APd1 board (based on Xilinx XCVU9P FPGA)

• Clock speed: 240 MHz

• Link bandwidth: 16 Gbps

• Project passes the timing constraints

• Tested successfully

• HGCAL data de-multiplexer work is going on

• GCT to Correlator Time-multiplexer work is going on

• Several GCT algorithms are in pipeline
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BACKUP…
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Xilinx Stacked Silicon Interconnect (SSI) Technology

Fig 3: Xilinx FPGA Enabled by SSI Technology*

• The SSI technology integrate multiple Super

Logic Region (SLR) components placed on

a passive Silicon Interposer (fig 3).

• Each SLR contains the active circuitry common

to most Xilinx FPGA (Field programmable gate

array) devices. This circuitry includes large

numbers of:

• 6-input LUTs (Look-up tables)

• Registers

• I/O components

• Gigabit Transceivers (GT)

• Block memory

• DSP blocks

• Other blocks

• The device we are using for our synthesis and

implementation is based on Xilinx SSI

technology and support three SLRs.

• Xilinx Virtex UltraScale+ xcvu9p flgc2104-

1-e FPGA *: UG872 Large FPGA Methodology Guide



Barrel Calorimeter Segmentation (New) 
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Fig 2: Barrel calorimeter segmentation (new)
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Project hierarchy and floor planning 
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Fig 23: Project floor planningFig 22: Project hierarchy in Vivado

Sector-2 (20 Links)

Sector-1 16 Links)

Sector-0 (12 Links) Sector-3 (8 Links)

Sector-4 (20 Links)

Sector-5 (20 Links)
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HGCAL to GCT slice test
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HGCAL towers configuration: 72𝜙 ∶ 20𝜂

20→ 13 (combine towers at high 𝜂)

BarrelHGCAL- HGCAL+

HGCAL sends information at TMI18 and 25 GBps: 

18*9 clocks/bx =162 64b words

30 words are reserved for towers 16b each tower:

30*4 = 120 towers, 131 for clusters

12 fibers: the whole HGCAL (+ or -) 

12*120 = 1440 towers (72𝜙 ∶ 20𝜂 )

Towers at high 𝜂 need to be combined: 

we make 13 towers in 𝜂
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HGCAL to GCT slice test
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• We prepared a GCT code that receives 12 fibers with 162 words

• Selects 30 words with towers

• Unpack towers and combine them if needed

• Array 72x13 is stored

• Next step will be to run jets/taus/sums on this information

• Can use the code for tests when hardware configuration will allow

• Can make some tests with existing configuration emulating 
HGCAL output to GCT

Fig 27: GCT HGCAL receiver synthesis results


