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FTS production status

• CERN and all T1 sites using FTS 1.5 
(from gLite release 3 0)– (from gLite release 3.0)

– > 8 PB exported from T0 since start of SC4
FTS infrastructure runs well• FTS infrastructure runs well
– CERN and T1 sites ~understand the software

M bl i d l– Most problems ironed out last year
– Remainder of the problems understood with 

i t d h l t dd thexperiments and we have a plan to address them
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Overall…

• Still problems with ‘overall transfer service’
FTS + SRM (source) + SRM (dest) + network– FTS + SRM (source) + SRM (dest) + network

– Transfer service operations - we’re now systematically 
following-up problems detected by FTSfollowing up problems detected by FTS

https://twiki.cern.ch/twiki/bin/view/LCG/TransferOperations
GGUS / WLCG operations meetingGGUS / WLCG operations meeting

• Monitoring and understanding the whole transfer 
system is our major prioritysystem is our major priority
– But can be a mucky job

Still need to improve our tools and procedures– Still need to improve our tools and procedures
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FTS 2.0: what

• Based on feedback from Amsterdam workshop
• Improved monitoring capabilities

– This is critical for the reliability of the ‘overall transfer service’
Certificate delegation• Certificate delegation
– Security issue: No more MyProxy passphrase in the job

• Beta SRM 2 2 supportBeta SRM 2.2 support
• Better database model

– Improved performance and scalabilityp p y
• Better administration tools

– Make it easier to run the service
Pl h ld f th f t f ti lit• Placeholders for the future functionality
– To minimise the service impact of future upgrades
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FTS 2.0: validation
• FTS 2.0 currently deployed on pilot service@CERN

– In testing on pilot since December (dteam stress tests)
O d t i t k f 12 M h [LCG MB]– Opened to experiments week of 12 March [LCG MB]

• Minimal changes required for compatibilityg q p y
(using existing client from October ‘06 gLite release)

• File state checking:
– ‘Pending’ -> ‘Pending’ || ‘Ready’Pending  > Pending  || Ready
– ‘Done’ -> ‘Done’ || ‘Finished’
– ‘Failed’ -> ‘Failed’ || ‘FinishedDirty’

(new states brought in now to support future [requested] extensions)– (new states brought in now to support future [requested] extensions)

• Using the new delegation feature requires a couple more 
h d li t d b t ill fi ichanges and a client upgrade, but new server will run fine in 

legacy mode
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FTS 2.0: validation

• Current validation status:
• Atlas: OK 300

350

Atlas: OK
• LHCb: OK
• CMS: OK changes being 100

150

200

250

CMS: OK, changes being 
incorporated into Phedex

• Alice: Not yet
0

50

ALICE ATLAS LHCB CMS DTEAM

Alice: Not yet

• Upgrade intervention on CERN-PROD planned since 24Upgrade intervention on CERN PROD planned since 24 
April 2007 [WLCG SCM] but never scheduled

• Our target date for upgrade on CERN-PROD is now 
18 June 2007
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Further deployment

• Gained much experience during pilot validations
– > 600 TB transferred
– A new patch for FTS 2.0 is in preparation fixing some operational 

annoyances (nothing new)

• This is the patch we will give T1 sites
3 f f– Assume 3 weeks or so for building, certification and release

Expect at least one more patch fixing other annoyances as• Expect at least one more patch fixing other annoyances as 
they come up + incremental improvements to the 
monitoring toolsmonitoring tools

• We also need to understand the appropriate time to add in 
the ‘clouds’ (site groups) for CMS

INFSO-RI-508833

( g p )

SL4 Status and Plans 06/03/ 2007 7



Enabling Grids for E-sciencE

SRM 2.2 integration status

• Tested against 4 SRM test instances
– Tracked here:

https://twiki.cern.ch/twiki/bin/view/EGEE/FTSSRMValidationStatus

• Testing now proceeding on PPS test-bed against all test 
SRM 2.2 endpointsSRM 2.2 endpoints
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Summary

• Major new release
Delegation– Delegation

– Beta SRM 2.2 support
Performance and useability– Performance and useability

– Better monitoring of transfers

• Scheduled upgrade – week of 18 June 2007
Ti 1 it 3 k ft d• Tier-1 sites ~3 weeks afterwards

• SRM 2.2 / FTS integration ongoing on PPS
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Further work

1. Evolve SRM 2.2 FTS code as we understand 
the SRM 2.2 implementations [ all 2007 ]

– Several round-trips expected…
2. Improve service monitoring [ all 2007 ]

S– FTS can give very detailed measurements about the 
current service level and problems it is observing with 
sites

– Integration with experiment and operations 
dashboards

3 Site grouping in channel definition [ Q2 2007 ]3. Site grouping in channel definition [ Q2 2007 ]
– To make it easier for sites to implement the computing 

models of CMS and Alice
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Further work

4. SRM / gridFTP split, better handling on catch-
all channels [ Q3 / Q4 2007 ][ Q Q ]

• Site blacklisting
• Service stability improvementy p

5. Better service administration tools
• [ iterative, based on feedback, focus Q3 ][ , , ]

6. Notification of job states [ Q4 ]
• Instead of pollingp g

7. Pre-staging support using SRM 2.2
• Requested by experiments? [ Q4 2007, 2008 ]q y p [ Q , ]
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Not in the plans

• Support for a non–Oracle version
• Support for more complex data movementSupport for more complex data movement 

orchestration
– Assumed to be done in the experiment layer
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