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presentation on July 10" to MB.
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e The CB has been asked for details on Tier2s and their federations where appropriate.
Thiswill be used to produce consolidated reports for CRRB.

e Datais being received from OSG for their Tierls and most Tier2s. All Tier2s will
publish when they installed the latest OSG software release very soon.

e Contact has been made with relevant peoplein NDGF. They are implementing a central
SGAS service from which they will publish to the APEL repository.

e Very few sites have switched on userDN publishing. A prototype portal to display DN
information exists but requires the policy document.

P {Formatted: Font: 12 pt

Technical Issues (Dave Kant) -

There is a patch going through certification dealing with issues on Multiple CEs, User
DN encryption, and VOMS roles/groups. |f the experiments want to see any of these they
should promote the patch #1164 at TCG.

P { Formatted: Font: 12 pt

Middleware Issues .

SL4 (John Gordon, Markus Schultz)

The SL4 WN release has been in production for a month but the uptake has been
disappointing. Sites were concerned that the SL4 middleware release did not contain all
the rpms required by the experiments that were previously included in SL3. Markus said
this was a deliberate choice to remove operating components from the middleware
packages as this had been acriticism from sitesin SL3. Not all experiments had updated
their VO Cardsto include any extrarpms that they required. M etapackages would be
even better. ACTION 1 —all experiments to have updated their VO cards by Operations
Meeting on Monday 9th July. Only ATLAS was present at the weekly operations
meeting. ATLAS and LHCb cards are complete. This needs to be actioned urgently as
there will be no widespread deployment until the requirements are known.

Separate lists of rpms have arisk of circular dependencies and clashes for sites who try to
al install for more than one experiment. ACTION 2 Someone (LAL and UK sites have
started testing this.) to attempt installing rpms for all 4 experiments on atest box to check
out the dependencies. Target date 7 days after Action 1. If there are no problems then the
message to all sitesisto moveto SL4 as soon as possible, and by the end of August at the
latest. If there are problems then ACTION 3 - SA3 should help resolve them and/or find
out which combinations of experiments are problem-free. Target Action 2 + 7 days.

The experiments all said they were happy to run on SL4 with CM S expressing a strong
preference for SL4 for their planned production. | think it isimportant to progress the
actions above this week in order to give sites the all clear to deploy SL 4. Otherwise we
risk many sites waiting until summer is over before upgrading.
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Markus was concerned about the proliferation of releases/versions he was required to
support. He proposed

+__Releasethe changesthat arein the pipeline <+~~~ { Formatted: Bullets and Numbering

— Intheir current incarnation (mostly SL3 + VDT 1.2)
— WMS, gLite-CE, FTS-2, gfal, lcg-utils .......

»_Then concentrate for updates and new releases on: <+~~~ { Formatted: Bullets and Numbering

— Sl4and VDT-1.6
= Servicesand clients
= First 32 hits
= Then 64bits for clients and selected services (DPM)

* What about the SL 3 sites???? - == ‘[Formatted: Bullets and Numbering

— They stay with the versions that they have until they can move
— ThegLitebuild system will be maintained for security updates

/{Formatted: Font: 12 pt

Worker Node Disk Requirements (Kors Bos) y

Kors set out ATLAS thinking on WN disk requirements for several models. He was
encouraged to try using posix i/o to read merge files from the SE which will reduce the
WN disk footprint.

P { Formatted: Font: 12 pt

Operations (Romain Wartel)

Romain gave an outline of the planned operational security work. It was good to see
some disaster recovery planning in this area.

P { Formatted: Font: 12 pt

Policies (Dave Kelsey) .

New top level policy document isin final round of approval by email. Should be with
MB soon.

VO Operations Security Policy —draft under discussion by JSPG. Similar form to Site
Operations. Should be with GDB in September or October

Grid Services Policy —too soon for generic one. Start with VO Boxes, Pilot Jobs, Portals.

VO Box Policy written last year by working group but never formally signed off. Do this
now.

Pilot Jobs — draft 0.1 at JSPG

Data Policy —too generic. Start with Accounting Data
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Discussion /{Formatted: Font: 12 pt

A _ _ _ _ _ _ _ _ _ __ ¥l -

Thereis still areguirement seen for more coordination of how middleware and
applications interpret security identity information. There is no one place to discuss this
and no-one wanted to start YASG. It was decided to produce a written discussion paper
and circulate it to various bodies (MB, GDB, MWSG, TCG, JSPG,....) and see what falls
out. As astarter the meeting identified 7 issues for which the solution/agreement was
undecided or ambiguous.
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2.1. SL4—status—and—plansintroduction  (Markus
SehwlzJohn Gordon-)

There are a number of actions to be tied up and these will be followed up outside the
meeting. There is one change in membership — Glenn Moloney now represents Australia.
He has been on the GDB list for some time.

volunteers to host away meetings are welcome.

Vancouver arrangements. A registration page for Triumf will open within the next few
days. The meeting will start at 0900 and finish by 1600. The agenda will hopefully
include American T2 presentations (to be confirmed with Ruth), OPN, and a review of
the readiness of the services — a summary is needed for the workshop. Additional topic
suggestions welcome.

On current hot topics: - {Formatted: Font: Bold
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General attributes

Jeff Templon: The problem with generic attributes is it depends on who you talk to hear
whether thisis playing a role or not. They have no solid definition and are being used in
many ways. Erwin Laure: For the VOs it is a means for whatever. From the beginning
this attribute has to stay in VO space — it must not sink into generic middleware.

Dario: Generic attributes have no impact on ATLAS scheduling. John: Long range |
thought you wanted to use it for tracking by funding region. Dario: Higgs-France for
example — but we do not expect that now. John: OK, thisis parked for now.

Claudio Grandi: | always said from an architectural point of view that this may have a
role — it is being discussed in OGF etc now. We may have the infrastructure to use later
but not for job priorities. For the time being concentrate on groups and roles. John: Isthis
not in contradiction to Erwin? Erwin: No we may use the attribute for something else.
Markus: | am worried by the way this is being discussed. Groups and roles for jobs vs
storage are different. John: There are a number of things about using VOMS and security
information across the middleware, so will come out in the security discussion later.

Dave: This was discussed at the JSPG recently (and the MWSG two weeks ago —
covering status updates on the technology). It will come up later in the security
discussions.

John: Are the sites happy to move. Why have not more sites moved already?

Jeremy: In the UK we seem to have mixed messages and this stops sites moving
forwards. It would be useful to have a statement from the experiments that they are ready
to move to SL4 now. We also need confirmation of any rpms that are missing from the
standard OS install plus gLite 3.1 that the experiments need. This information should go
on the CIC portal VO ID card and ideally into meta-rpm packages that can be given to
sites. Jeff: Are the experiments happy if we go completely to SL4? Latchezer Betev: Do
you mean SL4 everywhere? John: If it works in one place then it works everywhere. The
question is more about job streams. Dario: ATLAS need the SL3 libraries as code
compiled for SL3 continues running. Olivier Keeble: This is about appropriate
dependencies being there for WNs. Markus: If you want to run SL3 compiled code on
SL4 then we need to find away for both VDT versions to be available. Dario: VDT has
nothing to do with experiment code. Claudio: If you are using the libraries then you are
using it with GSI etc. Laura Perini: There is no link in the software. Latchezar: The
experiments are building their own application software. If there is a mixed infrastructure
then we build for both until all areat SL4. ALICE is happy with SLCA4.

Matthias:. CMS needs SLC4 on WNs. A production release which is imminent works
only on SL4. However, the old SL3 code still needs to run.

John: Are the required rpms in the middleware? Markus. Previously we produced
artificialy the environment to include all dependencies. For SL4 we have stripped out
non-middleware required rpms... now for some sites there will be dependency problems

- {Formatted: Font: Italic
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due to obscure packages not in the middleware. So the suggestion is that the information
is entered into the VO cards and then we can discuss if we then create a meta-rpm. SA3is
packaging and distributing middleware not the OS. Jeff: Dependencies in the middleware
should be for the middleware. If extra packages are required then experiments need to
communicate this to the sites. John: What is the experiment position on meta-pacakges?

Jeff: Do the libraries depend on the OS being run? Olivier: You can ship these together
but it is better to have them as clear dependencies to make sure all are satisfied. Markus:
The most straightforward solution is to create a package.

lan: Does not the GDB need to resolve this problem?

Ulrich: At CERN we have upgraded WNSs to glite 3.1. There are 2 CEs (1.1.1 and 1.1.2)
available and the experiments are invited to test via these. We are planning to put
additional CEs into production. Markus: This is another symptom of the problem of the
PPS not functioning. It is good that you put up the software and invite testing on
production — but if you put software into the PPS and there has been no testing, this just
suggests that the PPS is adding latency.

>What happens with circular references?

dependencies. Do we also need an rpm package? Alessandra Forti (VRVS): A meta
package would be better for sites. Markus. If a site supports multiple experiments then
you may come up with a package that can not be installed! Olivier: Due to conflicting
requirements... John: This can be discussed at the operations meeting. SA3 can act as a
broker. Les. What is the timing? Olivier: We are not sure what we will find. John: The
experiments need to check — we need someone to install the rpms. Les. So what is the

: Underline

timeline? John: By next Monday the experiments should update their ID cards.

Michel: We are running SL4 64-bit and have documented the install for ATLAS. Markus:
You installed the old SL3 versions of the middleware which pulled in stuff that m/w did
not need. Michel: This was installed and tested for all 4 experiments. We just removed
the 7.3 libraries. John: | would like a site that tests the packages once the experiments
have defined them. If the packages/details are available then a UK site will check for

- {Formatted:

Underline

Les. And what is the timing? | am concerned about the T2s. We seem to be on the point

of being ready now. John: If no problem with all experiments then on Monday we can ~

say okay to move. Les: So is the expectation that by the end of August all sites will have
upgraded? Jeff: For some sites there are other parties/stakeholders using the facilities.

Markus. | am surprised that you have to ask now. The expectation was for all to be on
SL4 by December. Matthias. CMS NEED SL4 for CSA07. John: The high-level MB
decision was that T1s were to upgrade in 30 days after the WN package became available
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—that time is nearly up. Dario: The ATLAS release is building now on SL3 and SL4. So
we can transition for the next year.

Supported flavours(Markug) __ - { Formatted: Font: Bold

lan: Y ou phrasing is wrong. We do not have the effort to support more versions. Markus:«- - - { Formatted: Normal

For the new WMS things can not get worse than now. lan: The WMS is clear. | am not

sure we should push out the gLite version of the CE. Ruth: Given the limited effort

should any effort be put into the SL3 changes in that are in the pipeline? Markus: These

are services. The WMS is able to fulfil the needs of the experiments. The WMS needs a

bit of packaging and polishing. For the whole cycle it would take 2-3 months. L atcehzar:

We are making an effort on the gLite 3.1 WMS. Markus: That is a check-pointed version.

Michel: The only risk is with the WN. | don’'t see a reason not to use to SL4. Markus:

Both have set of use cases. What could keep sites from moving to SL4?

Jeff: Mostly concentrating on SNs. lan: Sites seem to be crying out for SL4.

John: Markus has made a proposal ... Holger: We always wanted to have single services

deployed step-by-step. As soon as the SL3 build is compatible with SL4 (interoperable)

and guaranteed and tested then this is fine. Markus: You mean the frozen SL3 version.

The burden is to trace all updates through all flavours. Of course they need to

interoperate. John: This should come up at the operations meeting __ - { Formatted: underline
] ~C ‘[Formatted: Underline

h \{ Formatted: No underline

VOM Sification_(John) — this has to do with different developers usage of security*. - {Formatted: Font: Bold

information. We will come back to this in the afternoon. Fhere-are-eutstandingactions— | - \{Formatted: Normal
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3.2. BDH—the EGEE Information-SystemAccountingT1-"
e

Storage Accounting (Greig Cowan)

Gonzalo: How do you differentiate between production and non-production areas?
Greig: Thiswill be done with space tokens in SRM2.2. John: Common storage tokens....

Kors: What is the guery resolution? Greig: 8 hours. John: For free space the problem is
that you get the aggregate if you sum over all - ATLAS only want the sum for ATLAS
not_the shared. Jeff: The space is available to several VOs. John: Even within a VO.
Greig:Theinformation isin the mySQL database. John: Can you give aquery for ATLAS
to run directly? Greig: They can use an Icg-infosites query. Kors: We would like to use
this in the job submission to see if space is available in the cloud alowing for some
contingency. So for example if there is less than a couple of TB then we may not submit
to that cloud or site... we would like to automate this part. John: Can’t you do this with
an Idap query now to T1s?

Michel: Does the query give the real-time situation at the site? Greig: | agree we can't use
the accounting database for real-time (job matching) decisions. Kors. Another gquestion
relates to user based accounting for storage. Most of production is one user so that'sfine,
but I'm scared of real users if we do not have separate pools. When the pools are not
separate then we are interested.

Jean-Philippe: On the “SRM2.2 and Glue 1.3” dlide, it mentions accounting at the space
token level. |Is that a new requirement? In the pre-GDB in June we agreed we will
provide accounting at the disk pool level not at the Space Token level. Isit needed?

John: | thought it was ause case - to account for ESD and production data across the grid.
The only way to do this via the space token. Jean-Philippe: You can provide space by
groups but can’t say if it isfor AOD or something else. Kors do you need that?

Claudio: Connects with the authorisation to write on a given partition and then write a
given type of data. You can reserve space for a given task. Can reserve the space but
what about name? You can use that given tag for storing the data. This should not be
mixed with the authorisation level information. Jean-Philippe: Do we need accounting at

thislevel AOD vs ESD? John: We are reserving space at this level so must be accounting

- {Formatted: Bullets and Numbering
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John: Most relate to CASTOR

Accounting Update (John Gordon)

Kors: What is your definition of correct? John: That there is agreement between the
APEL figures and the institutes own numbers. Kors. What about NorduGrid accounting?
John: We will come back to this.

Ruth: OSG report to WLCG not EGEE. lan: It is atool. John: OSG are publishing into a
repository and WL CG has a view on the data. Claudio: Some sites are comparing DGAS

and APEL figures.

Fabio: For sites not using APEL is the encryption algorithm published? John: Yes — on
the wiki

Jeff: We reported a discrepancy at the last WLCG MB but never heard back. What is the
correct route for dealing with this problem? John: Via a GGUS ticket. Les: I the figures
are not correct you need to report this to the system. Y ou’ve got to report — did you report
and it was not correct or is this aproblem with the [publishing] mechanism?

control that what i is sent is visible to the portal. Some recipes are qwen but we see time- <

Les: For T2s we will start reporting CPU to the RRB from September (there next meeting
isin October). John: We could go back further.

Les. Currently we don’t know who sites are as we need to guess from the name in the
GOCDB. We need to know the GOCDB names for sites and how these accumulate into
federations. Then we need a simple name for the report — for example a country code

‘\\\\\ \\ {Formatted: English (U.S.)

- {Formatted: Font: Bold

{Formatted: French (France)

‘[Formatted: French (France)

— W N

| \\\ {Formatted: French (France)

\\\ {Formatted: English (U.S.)

\\ \\ {Formatted: English (U.S.)

\\ \ { Formatted: English (U.S.)

“ { Formatted: English (U.S.)

\{ Formatted: Underline

with name (it needs to be self-describing and start with 2 character code). Sue is how

going through alist of people who may be associated with sites. Make sure CB members -

reply to this message. We will circulate figures from July, and then from September we
will use this information for the RRB report. We will not give a chance to change the
figures (as has been done for T1s). Fabio: Then you have to make sure the portal works.
Les: People should complain if numbers are not correct — it is up to sites to say this does
not work. John: Some T2s may not have their own accounting to check against. Fabio:
Today (and yesterday) there is a problem with the aggregation. If you go to the portal
now under France there are Russian sites listed!

Michel: Is the country code just for what is presented on the portal? John: No — it is for
the Tier-2 federation. With a site like GRIF that *is* a Tier-2 should they give
themselves a name like F-GRIF? Les. The hames were put into the MoU under countries
—no thought was given to the mapping. We can prefix the federation name with a country

{Formatted: Underline, English (U.S.)
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code.... Something about new name matching DB name
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Ruth: Will you speak to the requirements on other grids? John: | did ask about the
position of user DNs. Ruth: In terms of the GDB. This is WLCG talking about
requirements and a question of details. What you talk about here is the grids' need to
provide information for whom? (Kant slide 3)

Gonzalo: Will the test on WNs become a critical one for ops? John: The site will not be
blacklisted but the COD may raise a ticket. It is not critical in the sense that it may stop

the site running.

Jeff: This compares the site APEL DB with the GOC DB. Why are we injecting data into
alocal DB if we push the data? We use R-GMA to publish to the GOC. What is the site
APEL database? Dave Kant: Every site is running APEL ...it is the archiver on the
monbox that contains a persistent archive.

- {Formatted: Bullets and Numbering
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3. Disk space on WNsVOMRS (MartaKors Bos)

Kors had already mentioned many of the details on the GDB mailing list.

Jeff: | checked our most recent WNs and they have 130 GB available disk space. What
will help most with modern batch systems would be to check batch system can pass JDL
requirements. The mechanism is in the gLite-CE. John: | understood the gLite-CE is set
for memory and CPU requirement passing... Claudio: You can pass whatever the WMS
is aware of. If it is in the glue schema then the gLite-CE is able to pass it throughl Then
there is a need to modify blah for your batch system.

Claudio: Put in the requirement of the job — for example the minimum amount of
memory required — and this is used for matchmaking but also passed through as ENV for
blah. The name of the parameter should be known to the WMS

John: So only things used for matchmaking can be passed? Michel: My WN has this
amount of memory and disk etc. To use blah in this way need you need to have a
maximum and that blah with local batch system matches only to those that meet the
maximum. John: If WNs can support different levels then the batch system can
understand that.

Kors: The disk space price is 3% of the price of the node. 160 GB on a 4-node machine
seems small. ??: There is also the architectura thing to consider. What is the problem

-14-
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with the infrastructure. Where is the problem? Kors. The reported error is “no disk space
left” Jos:. From the dlide is access through a network? Y ou read from the SE and make a
local copy on the WN. Why can’t you use the local SE? Kors: Sometimes it works ... but
there have been problems with small files. Jos. So you moved to copying to the WN as
the network istoo slow.

CERN: There is a different architecture for the two schemes. Disk space management on
WNs. Make sure there are no clashes on the nodes. Both models are feasible but we need
to test them. In principle this has nothing to do with file merging. What works best here

will be decided by the access patterns. Directly read/write to mass storage vs copying.

The architecture in these cases is different. John: This opens a debate — the sites are
aware.

CERN: For new WNs there should not be a problem but these are all going to SL4. For
the blah schema we have the possibility in the new release to pass memory requirements
(not for L SF) but not disk requirements, however that should be easy to do.

-15-
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4. VOMS and-ACLs in-Storage Services: Summary-of the™
GSSD—discussionsWLCG  Service Collaboration
(FlaviaDonnoJamie Shiers)

SL5 did not qet d|soussed
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Jeremy: When you refer to failover for the top-level BDII is it automatic? Fabio: No, it is
asynchronised change to use adifferent BDII.

John: Does the aggressive ramp up include T2s? Fabio: Y es. WN-will-bereleased-today
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6. Report from GSSD Storage Workshop (Flavia) * 7~ {Formatted: bullets and Numbering

Jeff: On slide 6, how did the other protocols perform? Only GPFS is mentioned. Flavia:
All were similar.

Jeff: Slide 8 — this disturbs me (testing v2.2 in production). We are going between two
routes — we were told to do things in the Pre-Production System (PPS) and now in
production. John: Is this from different sources — typically the experiments? Dario: The
PPS sites have few resources behind them. Jeff: Is the plan to test priorities on the PPS

catalogues etc. Jeff: There is (experiment) manpower to do tests in the PPS — yes or no?
lan: There is only one copy of the production catalogues/data. Testing jobs and with
division between priorities this can be done. John: Scale vs functionality. Kors: In the
dlides yesterday was reported the stress test of BNL. We make it part of our TO test. We
see with the new SRM that we get better performance and setup end point for this. Jeff:
So there is manpower for testing on the PPS. Nick: We would like [the tests] to coincide
—to run thingsin parallel is not a good use of limited resources. Michel: The experiments
have said the resources to do the tests is more than that available in the PPS. To change
this needs an increase in manpower and resources in the PPS.

-18-
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Jeff: The slide seemed to imply there is no manpower to do PPS testing so we should not
bother deploying things there.

Ruth: | thought the PPS was for system tests of new releases of the gl ite software. SRM
v2.2 tests are being done now with P2P test systems. People bring up separate SE
instances and declare them as 2.2 storage end-point. John: We could go to the MB and
say everyone should do this testing through the PPS. Les. We are stuck in the
terminology about the PPS. Who will setup the environments for experiments to test. We
do not need to talk about the PPS. The practical thing is a beta test to be run by the

experiments.

Fabio: You can use them and not publish in the production BDII. John: If EGEE has a
model for testing before components reach production then it should be used. Les. We
are really talking about putting dCache through the gL ite certification process? This is
more a hardware issue. Jeff: If you say run this test in the production environment then
you have to accept that this may destabilise the production environment.

Michel: This problem is mainly at T1. For DPM there is not such an issue. Why not
sacrifice one T1 to make the move? Patrick: Only in the rea production system will we
find some of the problems but this not a good argument for not testing before. Flavia's
tests are very specific. We don't know if the access profiles of the experiments will work
with the implementation. At |east some basic experiment tests need to be done.

Les. What is an acceptable confidence level. Take one site first. How much resource do
you need to make progress? Flavia: A plan was agreed vesterday [therefore we do not
need to deal with this here]. Check the twiki page by the end of week for the rollout plan.

— people should look on Monday (Flaviato send areference—pointer) __— { Formatted: underline
Raise at MB next Tuesday.
- { Formatted: Bullets and Numbering
7. Security
Security Incidents Management in EGEE (Romain Warte) __— { Formatted: Font: Bold
Kors. What does “forensics’ mean? - { Formatted: Font: Not Bold

Romain: Looking closdly for evidence when trying to understand how the incident
happened — look at logs etc.

I\

- { Formatted:

No underline

N

N ‘[ Formatted:

Underline

Jeremy: How do users stay informed during an incident? How will they know what they \{Formatted.

: No underline

A

can expect? Romain: There are many VOs so not all can be directly involved....Dario:
They may want access to data... Dave: Communication is important so we need an 20ut-
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of-bounds’ contact point and perhaps a paper document stating who is in control, who
makes decisions etc. Romain: Information flow is massive surrounding an incident.

lan: On Dario’s questions. Contacting VOs is not just a security group decision. How do
you want us to contact you from an operational standpoint? Contact people do not always
know what to do. There is responsibility on VOs too. John: In a recent HEPIX tak a
major faillure was mentioned and that having phone numbers was essential as there was
no email. Do you know who to contact? Romain: There are several channels that can be
used but we also need to understand responsibilities.

J. Who is going to decide the management crisis room membership? Romain: We
[OSCT?] had just started. John: Will you come back with aproposal then.

Jeff: It is useful to have categories for incidents — this needs to be clear — having just one
site down is very different from a major grid wide incident. John: Even for a non-grid
incident, for example passwords compromised, then certain VOs will want/need to know.

Romain: With a credential issue we would contact the VO very quickly.

Security Palicies (Dave K elsey)

Dave indicated that he would like approval via email. John: Y ou should differentiate for
those people with comments.

Vo Operations Policy, - {Formatted: Font: Italic

PJQ@ comment : o ‘[Formatted: Font: Italic, Underline
. . . o ‘[Formatted: Underline

Aerq &irYLCj@ E’QUCV 77777777777777777777777777777777777777777777777 - {Formatted: Font: Italic

Dave: For the VO Box Policy — can we just approve it?

Jeff: 1t probably has nothing (no text) about the service classes. These are the conclusions

that Cal wrote for the task force. Kors: No, that exists only in the slides. |t needsto be put - - Formatted: underiine

in a document, John: After those conclusions came out sites were happier running VO_ - - { Formatted: No underiine

Boxes. Dave: It looks like we need to revisit this area. John: There was discussion on

SLAs yesterday. The SLA between sites and VOs. There were points about security in

that. Jeff: Such as what we do to bring the service back up. John: For operations, Holger

suggested security responsibles etc. Jeff: We are running one VO-box in the “bad class’.

We have an unofficial agreement with the VO that if there is any problem we pull the

box. Dave: So if sites have SLAs do they need this policy? John: SLAs deal with

responsibilities not policies.

[pilot Jobs Policy - {Formatted: Font: Italic

SLA could cover some of this area too. John: The policy is an overall acceptable use
document, a VO policy would be a sub-part of that not the other way around.
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On glexec/pilot jobs:

Jeff: Some sites don’t want users to do a user switch. Can run in one of two modes.

John: On point 4 —is there another way to do it? Jeff: If this policy gets published before
glexec works then there will be ahole. It says we have to use the system provided utility.
ALICE doesthis already.

User-level job accounting

Dave: Thisisan early draft but comments are welcome.

Security discussion (John Gordon)

John: | mention a couple of things from previous discussions. Do we need a group to look
at the different ways security is being applied — e.qg. ACLsin GSSD within storage? What
about job access. We have the portals group and other people taking VOMs without clear
instruction on how to apply roles and groups. |mplementations are using the same thing
with different access mechanisms. Where should this discussion take place. Already there
are many security bodies. The MB or whoever needs to rubber stamp this. Do we extend
the MWSG ?

Jeff: | don’t think it is a security issue. Are the keys secure enough is a security concern.
How do you use them is not security. This is about using stuff in VOMS proxy in
different ways Ruth: It is about usability. Jeff: Not just usability. John: In this case it is
not just security. Romain: For the security issuesiit is difficult to put them in one group —
for example vulnerabilities. However, there is an overlap of people in the groups. For
example the security coordination group. John: Thisis wider than just relevant to security
— it involve users, middleware developers and so on and needs use cases... lan: Which
problem are we trying to solve? John: How we agree to use VOMS credentials. Does the
middleware do what users expect?

lan: | agree with Jeff. Thisis not a security discussion and we are tying up many things.
A technical forum is needed. The job priorities work was not thought out end-to-end
because it missed such a group. Jeff: That was done by design — we wanted to try it to
progress with it. lan: There was no overall control; it was not fully thought out how it
would be implemented by the many areas. We have so many groups. Should we re-use
the middleware security group? Perhaps, but it does not have not all the right people.

Jeff: This gets abstracted into entities. lan: It is adesign team. Ruth: It is an EGEE deisgn
team. lan: Miron is on it. Michel: | thought two issues concerned the FQAN and general
attributes. For the discussion of ACLSs, should we allow similar roles at the same time?

John: If we have the right people together they may resolve this question. Jeff: Also, the
different middleware bits make assumptions about the semantics for matching. The
WLMS gathers all and evaluates. Icmaps is different. There are no VOMS based access
rules. There is no unique way to say FQAN A is the same as FQAN B from different
implementations. Ruth: In the GDB we can ask someone to go and write up the issues

-21-

- {Formatted: Font: Italic

- {Formatted: Font: Bold




'T_I-ca. LCG Grid Deployment Board M eeting @ @'
-

and test the implementations. Jeff: There is a wiki page that has started on this. Ruth: |

am interested in the interoperability. John: We should try to get thislist together —,

- {Formatted:

Underline

Jeff to distribute wiki link or setup anew one.

List of uncertainties and issues— VOMS, __ { Formatted:

Font: Italic

lan: |s this just VOMS? John: Security. lan: Architecture problems too? John: Perhaps
you can come up with alist of issues too.Ruth: Where do you bring up issues now? |lan:
Where | can. Some get addressed. On the VOMS topic, where have you discussed how
job priorities get implemented for ATLAS in OSG? Ruth: | was told it had no
implications lan: There is no ATLAS request to change priorities in OSG? Ruth: They
use the VO task queue in Panda. OSG does not restrict the applications that run. (Jim
Shank) said that we do not have to worry about this. John: A test of this would be that
production roles work in OSG with the same semantics — same effect. Jeff:: Is that not a

VO internal_issue? John: We need to define the problem better — we will do this by - { Formatted:

Underline

N

Underline

\

- ‘[ Formatted:

\ \{ Formatted:

Underline

A __ \
\

Kors: Also, NDGF do not have same scheme. lan: We need to understand what ATLAS "«

\ N
\ {Formatted:
\

Underline

is doing. Cronos also has an internal job submission gueue. We need to decide what your

\
\ { Formatted:
AN

Underline

priorities are here. Dario: We want to try out things....lan: | need a statement — what is

{ Formatted:

Underline

o U

your strategy for job submission to EGEE? “We will test everything” means lots of work
and if it is not required in the end then... Roger Jones. Most user job submission is via
the RB. This is more than just production. Laura: ATLAS has no intention to stop using
the WMS.

John: Job priorities have just highlighted the inconsistencies that come up elsewhere.
Dario: People need to be able to submit jobs independently without a single task queue
for the VO, unless there is no interference. John: With several instances of Panda then
you are subverting a single priority system. Dario: We have two — one for production
work and one for users. Both send jobs to sites and somewhere on the sites we need to
decide the priorities between the two. lan: So OSG will need to implement job priorities.
Ruth: Thisis VOMS roles based mapping to accounts, then accounts to batch gueues and
these have different priorities. Jeff: If you go passed this and have more than 2 or 3
FOAN shares it becomes a lot of work (more than production vs user). With a scheme of
40 different groups and roles, if ATLAS needs this at the batch level then we have a
problem. Dario : For this year we have two. Jeff: So handling of the other 38 isin your
task queues? It won't work as we are doing it now. If we need to do this in generic
middleware then we have a big problem.

John: We will produce alist and air it in afew areas such asthe GDB,MB and OSCT.
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FabioHernandez —CC-IN2P3 | {Formmed: Italian (Italy)

- {Formatted: English (U.S.)

Claydio Grandi—CERNANEN | _- {Formatted: Italian (ltaly)

Andrew Ehwell —Glasgow/GridPP __— { Formatted: English (U.S.)

s aaac e = e —— - {Formatted: French (France)

Alberto-Masoni—ALICE | _- {Formatted: Italian (ltaly)

Alberto Almar—CERN - {Formatted: English (U.S.)

Simone Campane —CERN, - {Formatted: English (U.S.)

MarkusSehulz—CERN o ‘[Formatted: English (U.S.)

Flavia Donno—CERN - {Formatted: French (France)

VRS - {Formatted: Italian (Italy)
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There was no other business.

LCG Grid Deployment Board Meeting

8. AOB

| MEETING CLOSED AT 17:0016:50

Actions:

No.
| 0602-4

| Item

Phrase the requirement on how to use policies in the

WLMS

Description

-38-

Owner

Cal Loomis

Status

Open
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Item Description Owner Status +«- Bk {Formatted Table
No.

0603-3  Follow up to ensure all sites in country are publishing Country Open
accounting data or contact John Gordon with issues representativ
preventing this happening es

0604-6 Drive forward discussions on the VOMS and protocol lan Bird Open
issues

0605-3 Provide feedback (with reasons) to Dave Kelsey or Kors All Open
Bos on whether the security policy presented by Dave is
acceptable.

0605-4  Tier-1s to report back to GDB on what proportion of their Tier-1 Open
current WLCG work is not reported/accounted within managers
WLCG

0606-7 Take up and discuss technical solutions for removing Markus Open
shared credentials from the VO boxes Schulz

0607-9  Ensure the default YAIM is properly configuring Icas Icmaps Jeff Templon Open
for the sgm accounts (and that it works!)

0609-1 Follow up on NDGF security policy position Les Open
Robertson
0609-2 Look up statistics for automated on-call system and send Bruce Open
information to GDB Gibbard
0609-6 Send storage type sampling script to John Gordon. Jeff Templon Open
0609-7 Move accounting to work in decimal units Tier-1s/sites  Open

0610-5 Provide more detail on who is supposed to sign the site Dave Kelsey Open
policy for each “organisation” mentioned in the security
policy document

0610-6 Send the site operational procedures policy to the list again Dave Kelsey = Open
for comment ahead of approval and ensure lawyers at sites
have a chance to review the document

0701-3 Check the CPU and storage accounting figures being Sites Open
published for the site
0702-3 Discuss the future of a VOMRS-VOMS task force and Dave Open
consider possible mandates for the group Kelsey,
Maria Dimou
et. al.
0702-4 Check Harry' resource tables and understand what they Tier-1 sites Open
mean

0703-1 Check the Victoria MB time with Les Robertson and agree John Gordon Open
intention at the MB

0703-2  Follow up on accounting policy documents John Gordon Open
0703-3 Send out a link to the latest patch Jeff Templon  Open
0703-4  Follow up on the VOMS coordination group mandate John Gordon  Open

0703-5 Refer Cal Loomis to Marian Dimou concerning the John Gordon Open
representation of smaller VO requirements in TCG
discussions

0704-1 Update slide 17 of presentation and formulate a request for Michel Open
documentation to be provided by the middleware Jouvin
developers to explain options with components (needed by
Quattor maintainers)

0704-2 Follow up on VOMS coordination group mandate wording lan Bird Done
with Maria Dimou

0705-1 Get feedback from Markus and Alessandra on previous John Gordon Open
feedback from sites on glexec.

0706- Check use cases and VOMS need for failover with the Maria Dimou Open

15-2 developers and VOs

0706-2 Provide description of implementation(s) of VOMS based Flavia Open
ACLs and submit this to the experiments to confirm it Donno
satisfies their requirements.

0706-3 Review the membership and approach of the Job Priorities Erwin Laure ~ Open
Working Group
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No.

Description
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Owner

0706-4 Nominate someone to join the grid services monitoring Oxana

work

Smirnova

0706-5 Follow up on how best to proceed with site-experiment John Gordon

negotiation on what VO SAM tests are to be monitored

0706-6 Setup group to gather and prioritise GridView requirements  lan Bird/

0706-7 Follow up c) with Dave Kelsey

John Gordon
John Gordon

0706-8 Raise glexec questions at the Stockholm operations lan Bird

=)

Status

D |D (] [0 (]
juo I o § 5 j=} 5

’XJZ ,,,,,,,,,,,,,,,,,,, o —-- {Formatted: English (U.S.)

workshop

0707-1  July actions TBC

0707-2

0707-3

0707-4

List of Attendees
X means attended

| V means attended viaVRV'S
| |Austria [Dietmarkypn
| [canada [M-vetteri [ [RTafirout
| [Finland [iausLindberg [ [oukkawiem
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| Country [Mermber ey I
| |Germany [Klaus-Peter Micke! |_|Helger—MaFten [ ]
| I [ [Josvan Wezel ]
| Hungary (Gyorgy- Vesztergombi [% [Dezso Hervath .
| lindia [P-S Dhekne [ [B-Vined Kumar .
| I‘LQF@QI 777777777777 Loretevinsen E| 77777777777777777777 i7 {Formatted: English (U.S.)
| [1aty ]
| |3apan ]
| Netherlands .
| [Norway ]
| |Pakistan r
| LPM ——————————— l— ‘[Formatted: English (U.S.)
| |Portugal ]
| LR;H§SJ§ ——————————— 1— ‘[Formatted: English (U.S.)
| LSP@B ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 1— ‘[Formatted: English (U.S.)
| [sweden .
| |SW|-t—Z—eFland 1— == {Formatted: English (U.S.)
| |:l:a+walq l—x— h ‘[Formatted: English (U.S.)
| |um'ted"4m9d9m l— h ‘[Formatted: English (U.S.)
| |un+ted—8ta¥es 1— ‘[Formatted: English (U.S.)
| |GERN 1— ‘[Formatted: English (U.S.)
| [acE r
| | l— i - {Formatted: English (U.S.)
| |A_T_I=AS l— - {Formatted: English (U.S.)
| ]
| loms ]
| ]
| |I:HGb l— - ‘[Formatted: English (U.S.)
| - ]
| Project Leader ]
| GDB Chair r
| |cbB-Secretary r
| stk X
| [ApplicationManager ]
| Security WG ]
| [QuatterwG ]
| [Netwerking WG .
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Country

| |peputy

|Planmng—9ﬁ|ee¥

Formatted Table
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(x|

’_

Austria

Dietmar Kuhn

XX
Canada Reda Tafirout vV Mike Vetterli _
Czech Republic Milos Lokajicek _ _ _
Denmark John Renner Hansen _ Anders Waananen _
Finland Klaus Lindberg _ Jukka Klem XX
France Fabio Hernandez XX Dominique Boutigny _
Germany Klaus-Peter Mickel Holger Marten, Jos van WezeH Formatted: German (Germany)
Hungary Gyorgy Vesztergombi | _ Dezso Horvath [~ ‘[Formatted: German (Germany)
India P.S Dhekne _ _ _
Israel Lorne Levinson v _ _
Italy Mirco Mazzucato _ Luciano Gaido _
Japan Hiroshi Sakamoto X Tatsuo Kawamoto _
Netherlands Jeff Templon XV Ron Trompert _
Norway Jacko Koster Farid Ould-Saada _
Pakistan Hafeez Hoorani _ _ _
Poland Ryszard Gokieli X Jan Krolikowski _
Portugal Gaspar Barreira _ Jorge Gomes _
Romania Mihnea Dulea _ _ _
Russia Alexander Kryukov _ Vladimir Korenkov _
Spain Jose Hernandez _ Xavi Espinal _
Sweden Leif Nixon X Tord Ekelof _

Allan Clark, Marie-Christine

Switzerland Christoph Grab Y Sawley, |- { Formatted: French (France)
Taiwan Simon Lin X Di Qing _
United Kingdom Jeremy Coles X John Gordon _
United States Ruth Pordes XV Michael Ernst V{pm)
CERN Tony Cass XX _ _
ALICE Alberto Masoni XX Yves Schutz _
_ Federico Carminati X _ _
ATLAS Kors Bos XX Stephen Gowdy VX
_ Dario Barberis X _
CMS Matthias Kasemann | XV Patricia McBride _
LHCb Ricardo Graciani v Andrei Tsaregorodstev _
_ Nick Brook Y _ _
Project Leader Les Robertson XX _ _
GDB Chair John Gordon XX _ _
GDB Secretary Jeremy Coles X _ _
Grid Deployment Mgr lan Bird XX Markus Schulz XX

Fabric Manager

Bernd Panzer
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Application Manager

Pere Mato Vila

Security WG David Kelsey XX _
Quattor WG Michel Jouvin XX _
Networking WG David Foster _ _
Planning Officer Alberto Aimar XX

Others present at CERN,

Greig Cowan - UK

Gonzalo Merino — Spain
Schwickerath Ulrich — CERN
Miguel Santos— CERN
Latchezar Betev —ALICE

Claudio Grandi —INFN
Lucadell’Agnello—INFN
Alberto Masoni — ALICE
LauraPerini — ATLAS

Sue Foffano — CERN
PatriciaMcBride— CMS

A

Frederigue Chollet — IN2P3
Jean-Philippe Baud — CERN
Erwin Laure— EGEE

Jamie Shiers -EGEE

On VRVS ;

Dave Kant
Alessandra Forti
Etienne Urbah
Alvaro Fernandez
David Calling
Martin Gasthumber
Oscar Koserno
Don Petravick
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