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Goal : What they tell you
● Analyses (often students/contacts) show workflows like this

○ This looks very nice and makes it feel “straightforward” to do analysis
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Goal : What they (don’t) tell you
● … but they don’t highlight all of the frustrating aspects that are rarely taught 

○ cause (unnecessary) holdups/inefficiency/frustration

●  We aimed to mitigate these inefficiencies/frustrations via formal education
○ Thank you to those who support this and encouraged/allows their students/post-docs to attend 
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Is the code on one students 
laptop? Is it on Git but 6 
months out of date? 
[Version Control/Git]

Ahhhhhhh! Athena is a 
huge codebase!
How can we use it 
efficiently? How do we tie 
things together? [CMake]

Can I only play with 
xAOD and Athena 
on lxplus/tier3? 
[Docker]

Is this the only model that we 
will ever want to constrain? Will 
we need to resurrect/rerun 
horrible code? 
[Docker/Yadage/Recast/(pyhf)]

What if multiple people are 
contributing? Who changed the 
code? Why doesn’t it work 
anymore? Why are the results 
different? [Continuous Integration]
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Who : Participants
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Who came? 

This Workshop

English

Chinese

Other

● We had a rather diverse audience
○ {gender, age, native location/language}
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Who came? - Career Stage
● We reached the intended target!

○ Who : graduate students who can put these skills to work

● And they came for the entire workshop! → Did not waste anyones time!
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What did they know?
● The most common tools currently in ATLAS

○ AnalysisBase and Athena are >99% written in c++ 
○ We steer our code (i.e. jobOptions) with python 
○ We build our code with CMake 

● Is this allowing us to reach our full potential
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What did they know?
● Git is something that is being used

○ Basic skills (merge request) are “alright”
○ Advanced skills (conflict res.) are “shaky”

I am a 
beginner

I am an 
expert

I am a 
beginnger

I am an 
expert
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What did they know?
● Everyone knows you *should* implement automated tests
● … but noone really knows *how* to do this

False True
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Schedule
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Who : Instructors
Danika MacDonell

Univ. of Victoria

Dan Guest
UC Irvine

Nils Krumnack
Iowa State

Adam Parker
Cal State East Bay

Matthew Feickert
Univ. of Illinois Giordon Stark

UC Santa Cruz

Sam Meehan
Univ. Washington/CERN

Henry Schreiner
Princeton

Karol Krizka
LBNL
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Who : Support Elsewhere

Zach Marshall
LBNL

Lukas Heinrich
New York Univ. / CERN

Shih Chieh Hsu
Univ. of Washington
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Survey Feedback
● Pre/Post workshop surveys allow for a derivative : #success

I am a 
beginner

I am an 
expert

I am a 
beginner

I am an 
expert

I am a 
beginner

I am an 
expert

Before After
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Survey Feedback
Other good stuff!
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We did real work!
● Hands on relied on two aspects

○ [1] : Scroll through Software Carpentry formatted website - NOT SLIDES!!!!!!!!!!
○ [2] : Work through exercise in parallel - “coding on the fly”
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We did real work
● Ratio of Student : Instructor = 4

○ This was *essential* to allow for the “hands on” aspect of the workshop to be successful

● Large time commitment on behalf of the instructors
○ Can’t just “do your talk” and then leave 

Matthew
Dan

Matthew

Dan

Dan

Karol Karol

Matthew Henry

Zach : “I’m confused that …” Zach : “Yeah, I already tried that …” Zach : “Ahhhh, that makes sense!”
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We got results!
● Produced a mu-scan of CLs to reinterpret a (toy) di-bjet bumphunt using a 

docker image produced using continuous integration that builds the analysis 
with CMake contained within a GitLab repository
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Career Reflections
● Thursday afternoon/evening panel discussion with former ATLAS/CERN folks
● Discussion continued at the bootcamp dinner afterwards

Kathy Copic, Michaela Paganini, 
Luke de Oliveira, Francesco Rubbo, 

Mariana Rihl, Andrew Hard

Useless Very Useful
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Funding : How Much
● 20k was awarded for the original ATC proposal - THANK YOU!
● Peter Loch suggested/helped re-purpose the HFSF leftover funds (3.5k)
● Partnering with FIRST-HEP greatly helped facilitate success!

Instructor 
Travel
[2700]

Instructor 
Housing
[2000]

Participant Travel
[5500]

Participant 
Housing
[7500]

Snacks
[600]

Dinners
[3400]

Software 
Carpentry

(FIRST-HEP)
[2000]

Henry
(FIRST-HEP)

[1200]
Adam/Nils

(ATC)
[1800]

Allotted 
20000 Total Cost = 27000

+
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Funding : Was it “enough”?
● We wanted to assure that any student who *wants* to learn *can* learn

○ Within “uncertainties” I think that our approach to assisting participants worked well

No - It was not 
sufficient

Yes - It was 
sufficient
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Future : Location
● Success of the workshop is highly dependent on the location

○ Is this event “vidyo-able” and can be held remotely? - No [my opinion]
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Future : Instructors
● We didn’t scare them all off!
● We should reach out and ask if these people want to be involved!
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Opinions
● [1] We need to have particular locations for hands-on events

○ Needs forethought : >6 months at LBNL apparently (but there are fantastic rooms there if we 
could have gotten them

● [2] We should use the SWC approach to preserve/reuse our work
○ Fantastic interface and result for tutorial - systematized to provide a uniform interface for 

students
○ Preserved in Git! (Practice what we preach)
○ Can feed back *into* the open source community

● [3] We have plenty of in-house enthusiasm to help prepare these
○ I get the sense that many of these people/students/post-docs have not felt encouraged by their 

superiors to invest time in training → who changes this? [Us, I suppose]

● [4] Technicalities
○ e.g. Use a white terminal with dark text
○ Can mitigate with Software Carpentry Training 27


