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Machine Learning 

=


The scientific study of algorithms and statistical models that computer 
systems use in order to perform a specific task effectively without 
using explicit instructions, relying on patterns and inference instead.


(Wikipedia)

In particle physics, mostly used in context of 

Regression and Classification

In other words: Algorithm-based extraction of 
correlations between input and output

(upcoming clustering and anomaly detection)
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https://en.wikipedia.org/wiki/Branches_of_science
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Statistical_model
https://en.wikipedia.org/wiki/Computer_systems
https://en.wikipedia.org/wiki/Computer_systems


Regression Classification

Clustering Anomaly Detection

Supervised

Unsupervised
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Not new, but HIP - even in particle physics
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Input

Layer

Hidden

Layers

Output

Layer

Machine-Learning with Deep Neural Networks

•Regression and Classification = correlating input and output

•Various applications in particle physics
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Many options for 
activation function f, e.g.

tanh

sigmoid

bias

calculate loss 
for output layer
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Gradient descent

• After forward propagation, ie. establishing the weights for all 
nodes (including the output node), we evaluate the loss function, 
to establish the error we are making.

• Gradient descent: change network such, that you move towards 
the error minimum.


• Compute gradient -> get direction towards error minimum.

Loss function = difference between predicted and true function,
e.g. 
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Learning via backpropagation

• variation of loss with respect to weight      of NN is

• Backpropagation is method to compute the partial derivative of the 
loss function E(y,y’). It is about determining how changing the weights 
impact the overall loss in the NN 
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• weights of network adjusted by 
learning rate  
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• New network weights reduce value of 
loss function
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Neural Net

All a Neural Net does is 
give an analytic expression 
for the loss function, and 
then attempts to minimise 
the loss function using 
gradient descent and 

backpropagation

Overall, optimisation 
problem. Need to optimise 

hyperparameters to 
problem, e.g. learning rate 

…
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Jet 
constituents

Subjets

Jet
order of recombination 
defined by some 
metric, e.g. kT distance

4

most ATLAS and CMS results on top tagging are at best published in internal notes, so we will be very
brief.

II. TOP TAGGING ALGORITHMS

Top tagging algorithms are typically based on two classes of observables. On the one hand, we can
generalize the well established event shapes to jet shapes, i.e. observables defined on calorimeter clusters
of the energy flow inside a geometrically large fat jet. Such jet shapes are directly accessible by the LHC
detectors. For our purpose the most relevant jet shape is the jet mass, on which all top tagging algorithms
are based. The second class of observables is the clustering history of all jet constituents. This history cannot
be observed directly. Instead, we have to rely on our understanding of QCD to simulate it, based on the
energy depositions we observe in the calorimeters (and trackers).

To backwards engineer the splitting history of a jet we can use our picture of collinear quark and gluon
splittings predicted by first principles QCD. The successive splitting of quarks and gluons radiated o↵ an
n-particle hard process (�n) factorizes in the soft or collinear limits into the simple form
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Z
�n
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2
j

p
2
j

dz
↵s

2⇡
P̂j1 j(z) , (1)

where pj is the momentum of the splitting parton and z is the energy fraction of one of the splitting products

j ! j1j2. The di↵erent splitting kernels P̂ (z) depend on the partonic quark or gluon process and are known.
They often diverge in the soft limit z ! 0, so we will encounter an overlapping enhancement and eventually
divergence for soft and for collinear radiation [17, 18]. The factorization shown in Eq.(1) describes the
splitting of parton radiation o↵ incoming as well as o↵ outgoing hard partons until the radiated partons
become soft enough to hadronize. The numerical implementation of Eq.(1) is the parton shower, and it
describes the transition from hard partons to a large number of hadrons which eventually decay and appear
in the calorimeters of the LHC experiments.

Inverting this successive splitting and hence extracting a hard parton momentum from a measured jet is
what jet algorithms do. Historically, an important issue is the infrared safety of observables and algorithms;
a soft or collinear splitting of any parton momentum cannot impact the macroscopic observables. While
some cone algorithms are not collinear save, recombination algorithms are. Such recombination algorithms
iteratively determine which of the observed calorimeter towers should be merged into subjets and which of
these subjets should then be merged together step by step, such that finally we arrive at few hard jets per
event. The end of this successive splitting can be defined in terms of a given minimum jet separation or a
given maximum number of jets. Di↵erent recombination algorithms are based on di↵erent subjet distance
measures:
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) for n = �1, 0, 1. The kT -
algorithm [19] mimics the soft and collinear enhancement of the QCD splitting kernels in Eq.(1). For the
top tagging application it should best reconstruct the QCD splitting history. The Cambridge/Aachen (C/A)
algorithm [20] always combines the two closest (most collinear) subjets. It is sensitive to collinear but not to
soft splittings, but as we will see later it has some advantages in fat jet searches. The anti-kT [21] algorithm
first combines the hardest subjets, to define a particularly stable jet recombination with clean geometric jet

12

Application often to jet physics, i.e. top, W, Z, H vs lf jets
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Jet 
constituents

Subjets

Jet
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Intrinsic scales and energy sharing of jet substructure different

W/Z/H-boson jet QCD jet6 Theory Seminar             Berkeley     Michael Spannowsky            12/05/2011                   

Jet 
constituents

Subjets

(Fat)Jet

14

Can be used to discriminate QCD jet from resonance jet
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What are some of the common Neural Nets

Supervised• (D)NN

• Convolutional NN
Often used for image recognition

Standard setup:

CNN has a sense of distance and orientation

Allows to be sensitive on translationally invariant features

filter
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Application to top tagging

1.Measure particle energies 
in calorimeter


2.Reconstruct jet

3.Image preprocessing: 
center, rotate mirror, 
pixelate, trim, normalise

+
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However, on event-by-event basis not so clear-cut…

VS

tough call… problems: sparsity of image
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Top tagging performance comparison of various NN approaches

[1902.09914]

First AEI BSM Conference       Jeju      Michael Spannowsky             07.11.2019                   18



•Recurrent NN

RNN (LSTM) has a sense of time and a memory 

Long Short-Term Memory (LSTM)

for prediction only one output though

Often used for 
language processing

Good for variable-length inputs, as can be stopped after n iterations
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Application to top tagging with RNN

[Egan, Fedorko, Lister, 
Pearkes, Gay ’17]

Jet cluster algorithm 
defines ordered 
sequence (timing)

recombination history 
<-> 


ordering of sentence

Shows good 
performance 

compared to DNN

see also [Louppe, Cho, 
Becot, Cranmer ’17]
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Unsupervised

•autoencoder

encoder decoder

autoencoder used for anomaly detection

in first step input is encoded into 
information bottleneck

between input/output layer and 
bottleneck can be many hidden layers  
-> highly non-linear

usually MSE

after bottleneck decoding step


Reconstructed output is then compared 
with input via loss-function (usually MSE)

NN is trained such that input and output 
high degree of similarity
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“The strange death of theory”

23.01.2017

or is it?

Frankfurter 
Allgemeine 
Zeitung
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Pros and Cons of ML in Particle Theory

• MVA well motivated to extract correlations without existing theory, 
i.e. stock trade

• In particle physics we established gauge theories, thus, we have 
existing theory to predict connection of ‘input with output’

• Current pheno approach:

We take first-principle QFT:

Put it into an event generator to generate pseudo-data

Then a smart physicist or MVA comes up with way to access the 
Lagrangian we put in in the first place

Seems like an unnecessary detour…

• Particle theory in some sense worst and best place to use ML

[Soper, MS ’14]

[Prestel, MS ’19]

[Ferreira de Lima, 
Mattelaer, MS ’17]

More suitable: All-order Matrix Element Method
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Training ML on pseudo-data

• MVAs will optimise for - according to MC - most sensitive 
exclusive phase space regions 

• Full event generators are mashup of different parts that are 
partly tuned, i.e. hard interaction, UE, ISR,…

theory uncertainties difficult to control

• Highly computationally intensive. If you want to template 
correlations of say 7 particles:

‣ Time estimate:

7 microjets, each 4-momentum components divided into only 10 bins

10  /7! 28-> ~ 10 24 configurations

If MC takes 1 ms per event -> 10   years to have 1 hit per config.13
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Training ML on data only

• Less plagued by theoretical uncertainties

• But only possible if objects to reconstruct or events to 
measure already in data. 

• Everything done purely on data without theory cross-
check has 0 safety margins…

➡ now gone 2 TeV excess in ATLAS and CMS might be an example
[Goncalves, Krauss, MS ’15]

problem for new or rare physics: ➡ gluino-tag
➡ axion-tag
➡ pp -> HH 
➡ …
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Top tagging performance comparison of various NN approaches

[1902.09914]

26

Attention to that line

High performance in tagging efficiencies can be achieved. 
However, be careful in taking these efficiencies at face value

Current ROC curves do not come with uncertainty bands
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Decorrelation of nuisance parameters

Solution: use a pivotal quantity as a classifier [DeGroot, Schervish ’75]

Pivot   = quantity whose distribution is invariant with 
nuisance parameters

• training method for pivotal classifier using adversarial 
networks [Louppe, Kagan, Cranmer ’16]

• showed that it works for systematic uncertainties which affect 
classification on an event-by-event basis (e.g. event 
reconstruction uncertainties)

• use pivotal classifier in the context of theoretical scale 
uncertainties affecting the event sample as a whole

[Englert, Galler, Harris, MS ’19]
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• Approach can be used for systematic and theoretical uncertainties

[Englert, Galler, Harris, MS ’19]

implementation of adversarial

• Connect both networks through 
loss function

• Adversarial will force the 
Classifier output to look the 
same for each ‘smearing class’

• Both networks have to be trained and 
improve simultaneously -> ping-pong training

[Louppe, Kagan, Cranmer ’16]
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Example: EFT hypothesis test in H+jets
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no adversarial

with adversarial
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• Remember, we never wanted to train on MC

• We want to discover new physics without knowing what we 
are looking for

➡ Anomaly detection via unsupervised learning

systematic (experimental) uncertainties last 
remaining uncertainties, e.g. energy 
smearing of jets or MET
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• only train on bkg (anomaly detection)

• to benchmark sensitivity first 
without adversarial

• syst. uncertainties via jet, MET smearing
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Input Output

Loss function

10 nodes 10 nodes

3 nodes
20  

nodes
20  

nodes

Adversarial Network

3 
nodes

Autoencoder Network

• We can remove dependance on 
smearing by applying an adversary 
that will try to classify the direction 
of smearing  

• The two networks are in a zero-sum 
game - an increase in adversary 
performance will result in the 
autoencoder being penalised.
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curves merge
curves merge

Robust, yet sensitive, anomaly detection with adversarial autoencoders

sensitivity 
ok
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no adversarial

with adversarial
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Going beyond classification and regression

[Piscopo, MS, Waite ’19]

• All previous examples and methods for classification and regression - 
either supervised or unsupervised

• If theorist should do that is up for debate… development of 
methods is done in data science (not particle theory)  
-> only track available is heavy user

• Question: Can we use ML (NN) such that we obtain new physics 
results - instead of extracting correlations we hide in pseudo data in 
the first place?

• Answer: Yes, neural nets are great numerical solvers!
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Universal approximation theorem: [Hornik et al ’89]

[Hornik ’91]
feed-forward network with a single hidden layer containing a finite 
number of neurons can approximate continuous functions on compact 
subsets of Rn, under mild assumptions on the activation function.

Expression of the output of a neural net:

m outputs

hidden
final

n inputs

single hidden layer 
with k units

Our method can solve any equation that can be cast as an optimisation 
problem, i.e. can be brought into the form
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Application to differential equations 

(but tested also on integral equations)

Build the full function, here a DE into the loss function, incl boundary conditions

Build the full function, here a DE into the loss function, incl. boundary conditions

identify trial solution with network output

• Each part of the NN is differentiable (activation functions are chosen such)

-> derivatives can be obtained analytically (no loss of precision)

• Hyperparameters can be optimised for speed of convergence and accuracy:

activation function, nr hidden layers, width of NN, learning rate, epochs…
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Example simple ODE

with boundary condition

and

in domain

I first order:

II second order:

with boundary conditions

in domain

comparison between 
true and NN solution

true solution independent measure how well 
functional is solved in each point of domain
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Second example PDE  
(but tested many more)

difference between analytic and numeric solution

• Here deeper network pays off!

• Method also used for coupled PDE

domain

Differential equation:

boundary conditions
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Semiclassical calculations for bubbles and phase transitions
12.1 Bounces in a scalar field theory 255

tvφ φ φ
φ

V

topfv

Fig. 12.1. A typical potential with a false vacuum.

To go from the false vacuum through a series of spatially homogeneous configura-
tions would require traversing an infinite potential energy barrier. The tunneling
amplitude for this vanishes. Instead, the false vacuum decays by a tunneling pro-
cess that takes a spatially homogeneous state to one with a region of approximate
true vacuum—a bubble—embedded in a false vacuum background. Because the
bubble can be nucleated anywhere, the decay rate is proportional to the volume
of space, and thus formally infinite. The finite physically measurable quantity
that we need is the bubble nucleation rate per unit volume, Γ/V.

One can envision many paths through the space of field configurations that
connect the pure false vacuum to a configuration with a bubble. Two of these are
illustrated in Fig. 12.2. Each path specifies a series of field configurations that
define a slice through the potential energy barrier. A plot of U [φ(x)] along the
path would be similar to the one-dimensional potential energy barrier shown in
Fig. 9.3. The end point of the path, corresponding to the field configuration at
the time that the bubble nucleates, has the same potential energy as the initial,
pure false vacuum, configuration; quantum tunneling conserves energy.

As described in Chap. 9, the tunneling amplitude is dominated by the path
that minimizes the barrier penetration integral B. This path can be found by
finding the bounce solution to the Euclidean equation of motion [226], which in
the present case is the field equation

0 =
d2φ

dτ2
+ ∇2φ− dV

dφ
(12.3)

that follows from the Euclidean action1

1 Because almost all actions in this chapter will be Euclidean, I will generally omit an explicit
subscript E on the action.
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Fig. 12.2. Two of the infinite number of paths through the potential energy
barrier that connect the pure false vacuum, on the left, with a configuration
of the same energy, on the right, that contains a true vacuum bubble in a false
vacuum background. In the upper path the bubbles are all of the same size,
with the field in the interior progressing through the barrier in V (φ). In the
lower path the bubble interior is always in the true vacuum, while the bubble
radius increases from zero to that of the nucleated bubble.
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I will denote the bounce solution by φb(x, t). The nucleation rate is then of the
form

Γ
V = Ae−B (12.5)

where
B = S(φb)− S(φfv) . (12.6)

Here S(φb) is the Euclidean action of the bounce solution and

S(φfv) =
∫

dτ d3xVfv (12.7)

that of the homogeneous false vacuum. Although both are infinite, their difference
is finite.

Solving Eq. (12.3) is equivalent to finding a static solution in four spatial
dimensions. It might appear that this is forbidden by Derrick’s theorem. However,
the proof of Derrick’s theorem assumes that φ approaches the absolute minimum
of V at spatial infinity, which is not the case for the bounce. For a theory in D
spatial dimensions we can define
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Methods to calculate bubble nucleation:

• Thin-wall approximation

• over/undershoot method
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Need to find stationary points of Euclidean action:

Growth of bubble via classical equation of motion 
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If we assume that the size of the bubble is not too small, we can describe the subsequent evolution

of the field by its classical (Lorentzian) equations of motion

✓
�

@2

@t2
+r

2

◆
� =

@

@�
V (�) . (2.29)

Comparison between Eq. (2.15) and Eq. (2.29) shows that the solutions of the Lorentzian

equations of motion are the analytic continuations of their Euclidean counterparts and can be

obtained by replacing ⌧ ! it in the Euclidean solutions. Therefore

�(~x, t) = �(~x, i⌧) = �(⇢) = �(|~x|2 � t2) . (2.30)

As seen from Eq. (2.30), the O(4) symmetry of the Euclidean solution translates into the

O(3, 1) symmetry for the consequent expansion of the bubble. Again we can get intuition about

the solution by going to the thin-wall limit. In this approximation, the location of the wall is at

|~x|2 � t2 = R2 . (2.31)

The bubble radius R is determined by the potential as described in the previous subsection. It

should be of the same order as the energy scales of the scalar field and therefore a relatively short

length compared to macroscopic lengths. This means that immediately after the nucleation of the

bubble, the wall moves almost at the speed of light and starts eating away more and more of the

false vacuum. The wall’s Lorentz factor � = (1� v2)�1/2 from Eq. (2.31) is

� =
x

R
. (2.32)

During the conversion of the false vacuum into the true vacuum, some energy is released. This

energy is spent on accelerating the wall. It is easy to show that in the thin-wall limit, all the energy

gained from the transition is exactly converted into the kinetic energy of the wall. This means that

when the bubble passes a point, there is no ripple or radiation left behind it and only the true

vacuum region at rest is created.

2.4.3 Path integral approach

Coleman and Callan [17] used a path integral approach in Euclidean spacetime to calculate the

tunneling exponent and prefactor for the decay of metastable vacua. In this section we follow

• Polygon approximation

• Neural-Net approach [Piscopo, MS, Waite ’19]

[Guada, Maiezza, 
Nemevsek ’18]

A true physics problem to solve:
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electroweak phase transition.
First, and most importantly, it remains a well-motivated and attractive possibility to

produce the observed baryon asymmetry through baryogenesis [21, 22] (see Ref. [23] for
a review). Electroweak baryogenesis fulfils the Sakharov conditions [24] in the following
manner:

1. C and CP violation: this occurs due to particles scattering o↵ the bubble walls,
producing asymmetries in front of the walls.

2. Baryon number B violation: The C and CP violation means that sphaleron tran-
sitions in front of the wall are biased to produce more baryons than antibaryons.

3. Out of equilibrium: The bubble walls (and associated sound shells) disturb the
symmetric-phase equilibrium state.

Even though the Standard Model is a crossover, and hence does not depart far from equilib-
rium, it is possible to achieve these requirements in the extensions mentioned above.

Second, a first-order phase transition at the electroweak scale would source gravitational
waves that are potentially detectable by LISA [2] (see also Ref. [25, 26] for other reviews).
This would give a complementary probe of the particle physics at this energy scale, which
will be studied extensively at planned experiments such as the Future Circular Collider [27].

However, these two motivations are somewhat in tension. The energy density in gravita-
tional waves produced by a phase transition is generally an increasing function of the wall
velocity vw, so faster wall speeds are desirable. However, the process of electroweak baryo-
genesis outlined above depends on a wall speed slower than the speed of sound, usually very
much slower to allow particles to di↵use from the bubble wall (where C and CP violation
occur) back into the plasma (where biased sphaleron transitions occur) [28]. Other variants of
electroweak baryogenesis which allow for a fast detonation have been proposed, for example
due to symmetry restoration behind the bubble wall [29], but further investigations – and
perhaps simulations – of such scenarios would be beneficial.

For the remainder of this review, then, we concentrate on the signal from gravitational
waves for its own sake, rather than as a signature of a process which generated the baryon
asymmetry in the early universe.

3 Motion of the bubble wall and the “energy budget”

As described above, a thermal first-order phase transition proceeds by the nucleation of
bubbles of the scalar field which is driving the transition. The bubble nucleation rate at
temperature T is given by

�(T ) = A(T )e�S3(T )/T (1)

where S3 is the three-dimensional bounce solution [30]. The inverse duration of the phase
transition � relative to the Hubble rate H is then

�

H
=


T

d

dT

✓
S3(T )

T

◆�����
T=T⇤

(2)
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potential. In Section IV we estimate the reach of di↵er-
ent GW facilities, including LISA, DECIGO, BBO and
aLIGO 5.

In Section V, we explain how to use our results to com-
pute the GW spectrum in well-defined models of new
physics. We validate this method by comparing to ex-
act numerical integration of the action in each model.
Finally, we o↵er conclusions in Section VI.

II. PARAMETRISATION OF THE EFFECTIVE
POTENTIAL

Our starting point is the e↵ective potential VT⇤(') in
Eq. (1) that corresponds to a general particle physics
model at the temperature T = T⇤, where the model un-
dergoes a first-order phase transition. T⇤ is the temper-
ature of the formation of critical bubbles and is usually
referred to as the nucleation temperature. In the unbro-
ken phase, the VEV of ' is vanishing, h'i = 0, while in
the broken phase it is non-zero, h'i = v.

Without loss of generality, we assume that the vacuum
at the origin is the false minimum; the vacuum with the
non-zero VEV being the true global one with vacuum
energy VT⇤(v) = �(E↵)4 < 0. In total, the e↵ective po-
tential in Fig. 1 is characterised by three real-valued and
positive parameters of mass-dimension one: the vacuum
separation v, the vacuum energy change parameter E↵,
and the barrier height parameter Em.

The value of the nucleation temperature is determined
from the requirement that the probability (P ) for a single
bubble to nucleate within the horizon volume is of order
one:

P (T⇤) ' 1 ) 1

T⇤
S cl

3 (T⇤) ' 100 , (2)

where S cl
3 (T⇤) is the action computed on the classical

O(3)-symmetric bounce solution in the 3-dimensional [27,
28] theory with the potential VT⇤('). The second esti-
mate in Eq. (2) follows from the expression for the bubble
nucleation rate, see e.g. Ref. [29]:

P (T⇤) =

Z T⇤

1

dT

T
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where ⇣�1 = 4⇡
p

⇡g⇤(T )/45. For the e↵ective number
of relativistic degrees of freedom in the plasma g⇤(T⇤) ⇠
100, we have ⇣ = 0.03. To allow the expression on the
right-hand side of Eq. (3) to be of order one, the expo-
nential suppression factor should be compensated by the
large prefactor in Eq. (3):

1
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3 (T⇤) ' 4 log
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which we approximate as 100, thus confirming the esti-
mate quoted above in Eq. (2).

FIG. 2: The e↵ective potential in the rescaled variables.

To optimise the scanning procedure over e↵ective po-
tentials with di↵erent shapes it is useful to introduce di-
mensionless variables by rescaling all physical parameters
of the potential in Fig. 1 with respect to a single overall
scale. A convenient choice for our purposes is the VEV
v of the global minimum†.

We define:

'̃(x) =
'(x)

v
, T̃ =

T

v
, Ẽ↵ =

E↵

v
, Ẽm =

Em

v
. (5)

Upon rescaling with v, the corresponding potential
ṼT̃⇤

('̃) is shown in Fig. 2 and is characterised now by

two free parameters, Ẽ↵ and Ẽm, with the minima fixed
at '̃ = 0 and '̃ = 1.

For any given e↵ective potential at the nucleation tem-
perature T̃⇤, we can now compute the value of T̃⇤ using
Eq. (2). To this end, we first need to find the O(3)-
symmetric classical bounce solution that extremises the
Euclidean action of the 3-dimensional theory with the
potential ṼT̃⇤

('̃),

S̃3 = 4⇡

Z
dr r2
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by solving the classical equation [30],

'̃ 00(r) +
2

r
'̃ 0(r) = @'̃ṼT̃⇤

('̃) . (7)

We use custom routines based on BubbleProfiler [17]
to this aim. We subsequently compute the action on
this classical bounce solution, S̃ cl

3 , and finally impose the
bound of Eq. (2) to find

T̃⇤ =
S̃ cl

3

100
, or T⇤ = v

S̃ cl
3

100
. (8)

†Note that the e↵ective potential and all its parameters are defined
at the fixed value of T = T⇤. Hence the quantities in Eq. (5) are
v = v(T⇤), E↵ = E↵(T⇤) and Em = Em(T⇤).

Probability for a single bubble to nucleate within the horizon volume

To be of O(1) exponential factor should be compensated by prefactor
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black) and Ẽm = 0.5, Ẽ↵ = 0.1 (short-dashed blue) at T⇤. In the right panel, the GW stochastic background produced in the
corresponding FOPT is depicted. I will rethink these plots. We might want to have no-tilde values? This would modify the
discussion in the text.

10-4 0.01 1 100 104
10-18

10-15

10-12

10-9

10-6

0.001

f êHz

W
G
W
h
2

DECIGO

LISA

BBO

aLIGO O5

FIG. 8: Sensitivity curve of LISA, Decigo, BBO and aLIGO 5
to GWs as a function of the frequency. The predicted GW
stochastic background for ↵ = 0.1 and �/H⇤ = 100 for T⇤ =
100 GeV (long-dashed red curve) and T⇤ = 10 TeV (short-
dashed red curve) is also shown for comparison.

for example, the GW spectrum represented by the long-
dashed red curve in Fig. 8 would be observable by LISA,
DECIGO and BBO but not by aLIGO 5. Analogously,
the GW background given by the short-dashed red line
would be observable by DECIGO and BBO only.

The results are shown in Fig. 9. We note that all facil-
ities are mostly sensitive to the region E↵ ⇠ (0.1 � 10) ⇥
Em; the variations in magnitude between the di↵erent
experiments being due to their di↵erent frequency reach.

V. CONNECTION TO FUNDAMENTAL
THEORIES

Our results do not only show the interplay between
the global properties of the scalar potential and the GW

FIG. 9: Regions of the plane (Em, E↵) that can be probed by
aLIGO 5 (solid red), BBO (dashed blue), DECIGO (dashed-
dotted green) and LISA (dotted purple) for v in the range
1� 1014 GeV.

stochastic background; they can be also used to compute
the latter in an arbitrary model of new physics without
necessarily solving for the bounce in Eq. 6 from scratch.
To this aim, we provide tables with precomputed values
of T⇤, ↵ and � for varying Em and E↵; see https://www.
ippp.dur.ac.uk/~mspannow/gravwaves.html . Given
this:

1. For fixed T and aT , one has to compute the finite-
temperature e↵ective potential in the correspond-
ing model.

2. Subsequently, the values of v, E↵ and Em are to
be computed. The values of T̃↵ and Ẽm can be

• aLIGO has sensitivity to high temperatures, LISA to ELW 
temperatures and large
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FIG. 10: Value of T⇤ as a function of c6/⇤
2 in the model

defined by Eq. 24 computed using the method outlined in the
text (solid red) and solving the bounce equation from scratch
(dashed black).

trivially obtained from the latter.

3. Next, one loops over all entries in the correspond-
ing table provided in the link above. The triad
(E↵, Em, T⇤) closest to the values obtained in point
1 should be taken.

4. If the Euclidean distance between these two tri-
ads (normalised to the module of the former), d, is
smaller than a predefined cuto↵ ✏ ⌧ 1, the values of
T⇤, ↵ and �/H⇤ in the table are to be taken. Oth-
erwise, T should be shifted and one should repeat
the procedure starting from point 1.

5. The value of T for which d is smallest is taken as
the estimated T⇤.

We apply this process to a simple model given by

VT (h) = �1

2
µh2 +

1

4
�h4 +

c6

8⇤2
h6 +

1

2
aT T 2h2 . (24)

This Lagrangian captures the modification on the Higgs
potential due to new physics at a scale ⇤ [10–12]. For
every c6/⇤2, we compute µ and � by requiring that the
Higgs mass and the electroweak VEV match the mea-
sured values mh ⇠ 125 GeV and vEW ⇠ 246 GeV. We fix

aT = 1/16(4m2
h/v2

EW + 3g2 + g02 + 4y2
t � 12c6v2

EW/⇤2),
with g and g0 the SU(2)L and U(1)Y gauge couplings,
respectively, and yt the top Yukawa.

The value of T⇤ as a function of c6/⇤2 obtained using
the procedure outlined above is shown in Fig. 10. For
comparison, we also show the value of T⇤ obtained upon
solving the bounce equation with BubbleProfiler in
this particular model. The goodness of our method is
apparent.

VI. CONCLUSIONS AND OUTLOOK

We have computed the GW stochastic background pro-
duced in a FOPT triggered by the sudden change of VEV
of a scalar field with potential characterised by given en-
ergy barrier (Em) and depth of the true minimum (E↵);
see Fig. 1.

We have found that, for fixed values of Em (E↵), the
amplitude and frequency peak of the GW spectrum de-
creases for growing E↵ (Em); GW observatories being
mostly sensitive to the region E↵ ⇠ (0.1 � 10) ⇥ Em.

The reconstruction of the GW stochastic background
at future facilities could therefore pinpoint the global
structure of the Higgs potential, of which we only now
its shape in a vicinity of the electroweak VEV. (Likewise
for other scalar fields.) Thus, this studies complements
previous works in the literature aiming at characterising
the nature of the Higgs potential using measurements
of double Higgs production [13, 14] or measurements of
sphaleron energies [15], among others.

Furthermore, we provide a method to use our results
to estimate the main parameters entering the compu-
tation of the GW stochastic background, namely the
nucleation temperature (T⇤), the ratio of the energy
density released in the phase transition to the energy
density of the radiation bath (↵) and the inverse dura-
tion time of the phase transition (�/H⇤). This method
allows the user to avoid solving the bounce equation
from scratch, and therefore it is on similar footing with
other dedicated tools such as CosmoTransitions [16] or
BubbleProfiler [5].
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• Machine Learning methods are powerful tools to address relevant 
physics questions, i.e. finding correlations in multi-dim parameter 
spaces, regression, anomaly detection, but also as numerical 
solvers

Summary

• Particle Physicist: Working on ML == probably more like using ML

• For theorists ML can be powerful in providing solutions to 
numerical problems
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