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Superconducting Accelerator Magnets - Introduction

+

𝑩

Large Hadron Collider 27 km

𝑭

𝒗

It’s all about the Lorentz force



Why do we Need Simulations?

6

The stored energy in a magnet is

7 MJ 

20-ton truck @ 95 km/h

SAFETY & MAINTENANCE

RESEARCH & DEVELOPMENT

LHC

The stored energy in a circuit is

1.1 GJ 

380-ton TGV @ ~50 km/h

Model-based System Engineering!



7https://home.cern/news/press-release/cern/cern-releases-analysis-lhc-incident

https://home.cern/news/press-release/cern/cern-releases-analysis-lhc-incident


Superconducting Accelerator Circuits – Numerical Challenges
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Network model of a circuit

 Differential-algebraic equations

 Varying time constants

~1 ms (switch) - ~10 min  (circuit discharge)

 Varying geometric scales

~10 cm (diode) - ~10 km (circuit)

 ~10 k elements

 Non-linear behaviour

Field model of a magnet

Controller Model

 Differential-algebraic equations

 fixed frequency of operation

 10-100 elements

 Non-linear behaviour

 Partial differential equations

 Varying time constants

~10us (quench) - ~10ms (losses)

 Varying geometric scales

~10 um (filaments) - ~10 m (magnet)

 ~10 k degrees of freedom

 Highly non-linear material properties

and equations
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M2 M154

Mutli-Domain, Multi-Physics, Multi-Rate and Multi-Scale Problem



Superconducting Accelerator Circuits – Divide et Impera
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Network model of a circuit

Field model of a magnet

Controller Model
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These Multi-X phenomena can’t be simulated with the desired accuracy in a single simulation tool.

Research Questions 

1. How to represent a Multi-X problem

in a consistent and generic way?

2. How to characterize the coupling

between the domains?

3. What algorithm to choose in order 

to couple the models?

4. How to ensure consistency of the

coupled simulation results?

Coupling of dedicated models promises to tackle these numerical challenges
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Simulation of Accelerator Magnets – Quench

U

A

L
...

R
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Quench 1D Quench Propagation
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~metres - kilometres

~milliseconds - minutes
PSIM

Quench is a part of magnet’s life – we need to prepare for battle!
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Simulation of Accelerator Magnets – Protection
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Multi-physics

Multi-rate

Multi-scale

R

~micrometres

~microseconds

~millimetres-centimetres

~milliseconds

Quench 1D Quench Propagation
2D Quench 
Propagation 

2D Magnetic 

Model

2D Mechanical

Model

PSpice ~metres - kilometres

~milliseconds - minutes



Automated Model Generation
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User’s Input

Model 

Generator

Geometry Module

Topology Module~400 parametrized elements
~10 000 parametrized elements

R

U

A

L

...

Libraries

Finite element model Network model How to connect them? 

PSpice



What is Simulation Coupling?
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Model

A

Model

B
Model

A
Model

B

more iterations

=

better accuracy

Convergence is not guaranteed – external supervision is required!

When the hands of the clock will first overlap?



Hierarchical Co-Simulation
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Controller

Circuit

Magnet

Quench

Propagation

time

I(t)

1+1 > 2

Simulated

Together

Everyone

Achieves

More

I – Injection

II – Acceleration

III – Collisions

IV - Fault

V – Magnet protection

VI – Circuit protection

I II III IV V VI

(not to scale)



STEAM Architecture
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STEAM is a simulation framework to

study transient effects in SC magnets.

It consists of several pillars:

1. Validated tools

 standalone, co-simulation

2. Model generation API

3. Tool adapter API

4. Meta-Methods

co-simulation, optimization

5. Front-end to interact with APIs



Internal short-circuit in a LHC main dipole
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Equivalent circuit
Voltage difference between 

magnet halves
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Challenge
A typical event analysis includes

 collecting signals

 performing analysis

 post-processing results

 summarizing results
(paper, report, presentation)
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Python is very intuitive to use and comes with wealth of powerful libraries

 Little code to be developed and maintained

Notebooks do not require any installation and run in a browser (phone, tablet, laptop)

 Notebooks can be immediately exported as a pdf file and stored for future reference 

Raw 

signals

Results

Analysis 

scripts



Digital Twin

Model Generation

18

Signal Acquisition

=



Signal Analysis
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digital-twin intra-component

Predicatail: https://othello.predictail.com/#toggle-id-4

1. With historical data we derive expected behavior and trends.

2. With on-line data we compare behavior with others. 

cross-populationtrends

R1…4 R1_A2L1...L8

circuit

R

R

#

time

R

time

R

https://othello.predictail.com/#toggle-id-4


LHC Signal Monitoring - Architecture
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Applications

Signal:  Acquisition  Exploration  Monitoring

Metadata

Naming: circuits, signals

API

Database access: 

Time conversion

Signal processing

Reference

Signal references

(features, profiles)



New Accelerator Logging System - NXCALS

21Courtesy: NXCALS team, BE-CO-DS, source: P. Sowiński: SWAN for NXCALS 
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// When I wrote this, only God and I understood what I was doing

// Now, God only knows

-anonymous



Costs in Research
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Source: L. Breitwieser, From Cortex3D to BioDynaMo The Birth of a New Platform 

for Large-Scale Reproducible Biological Simulations



The Temple of Clean Code

9 July 2015, Clean code development workshop, jointly with MPE-MS

13 Aug 2015, Object oriented programming workshop, jointly with MPE-MS 25

https://wikis.cern.ch/display/MPESC/2015-07-09+Minutes+from+workshop+about+clean+code+development
https://indico.cern.ch/event/402868/


STEAM Continuous Integration

git commit build_job

dependencies

build image

fatJar
uploadArchives sonarqube
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Project 

versioning

Project 

development

External

dependencies

Internal

dependencies

Code

analysis

Testing

Frontends

STEAM APIs

The pipeline automatically executes project build, testing, sharing, and analysis.

This ensures the maintainability of the project.

*Strong cooperation with TE-MPE/MS (K. Król, JC. Garnier)
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/

write

git clone

read

Integrated

Development

Environment

Interactive

notebooks

git push
Continuous

Integration

git clone

git push

Persistent

storage

Static code analysis

Test coverage

Backlog SWAN

gallery

publish

Strong cooperation 

with MPE-MS

Documentation

Majority (except for PyCharm IDE and Python Package Index) services are supported by CERN IT

LHC Signal Monitoring Continuous Integration
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Conclusion
Analysis of superconducting accelerator circuits involves a good understanding of 

1. physics (electrical, magnetic, thermal, mechanical phenomena)

2. numerical simulations (FEM and network models, co-simulation)

3. software development (various technologies, conventions, infrastructure)

4. team dynamics (communication, presentation, conflict resolution)

5. engineering practices (documentation, consistency, simplicity)

And is a lot of fun! ;-)
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