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Who am I?

@JosepFlixMolina
Physics PhD (High Energy Physicist) and Computer Scientist
ATLAS Collaboration / MAGIC Collaboration / CMS Collaboration 

Spanish WLCG Tier-1 P.I. and Project Manager @pic_es
LHC Distributed Computing / CMS Computing management / WLCG Grid Deployment Board chair

Associate Professor at Universitat Autònoma de Barcelona (UAB)
Classical mechanics, Special relativity, Numerical methods (Python), High Energy Physics

Consultancy/Private sector experience
C++ programmer @InfoJobs / Linux embedded systems @AnaliticaSl / NeiC consultant @NeICnordic
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Big Data and Data Science
Data science encompasses all the ways in which information and knowledge is 
extracted from data
It reflects the ways in which data is discovered, conditioned, extracted, compiled, processed, analyzed, interpreted, 
modeled, visualized, reported on, and presented regardless of the size of the data being processed

Complex field, which is largely due to the diversity and number of academic disciplines 
and technologies it draws upon

It incorporates mathematics, statistics, numerical methods, programming, statistical modeling, database 
technologies, signal processing, data modeling, artificial intelligence and learning, natural language processing, 
visualization, predictive analytics, and so on...

Data science is highly applicable to many fields including social media, medicine, 
security, health care, social sciences, biological sciences, engineering, defense, business, 
economics, finance, marketing, geolocation, and many more..
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Big Data and Data Science
Big data is a field that treats ways to analyze, systematically extract information from, 
or otherwise deal with data sets that are too large or complex to be dealt with by 
traditional data-processing application software

The Vs of big data: they represent the qualities of big data in volume, variety, 
velocity, veracity, and value. Variability is often included as an additional quality!

Developed economies increasingly use data-intensive technologies. The exchange of 
information through telecommunication networks has reached a few thousands of 
Exabytes per year!

Dedicated research program to improve facilities and techniques that allows 
enhancing big data processing, for both industry and science
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Scientific Research and Big Data - Stanford report

https://plato.stanford.edu/entries/science-big-data/
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Big Data in Science
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Scientific data: it’s a (long) journey
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Simulations: ‘data’ as well
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Design/build of an experiment
Define the scope/need of an experiment → Technical Design reports

Discovery potentials - measurement(s) window(s) - sensitivity - accuracy - ...
→ Cost driven or limited by R&D efforts
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Design/build of an experiment

Build, in-house tests, install, commissioning and first measurements

“Big” experiments → huge worldwide collaboration effort
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Design/build of the needed computing

The compute systems of the experiments is also part of the detector!
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Design/build of the needed computing

Trigger / DAQ system → data volume produced by the experiment
Experience, techniques and available technology allow us to be more sensitive → This can be large!

Also, add the simulation needs to get results

Software elements are defined and code architecture is proposed

Data processing characterization - Data formats - Data replication - ...

Compute resources (CPU / storage) needed during the experiment lifetime
Single cluster or distributed

Add data preservation needs
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Analog to Digital Converters
Where the experimental data starts!

Gain adjustments (linearity, saturation), calibrations, pedestal subtraction, signal extraction (integral), ...

E.g.: photomultiplier signal
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Limiting the data volumes!
Store only the “useful” data
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Limiting the data volumes!
Store only the “useful” data
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E.g.: 12 channel detector

{114, 0, 90, 0, 0, 73, 0, 0, 0, 0, 0, 85}

[1:114, 3:90, 6:73, 12:85]
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Limiting the data volumes!
Store only the “useful” data

Use binary formats and even compress the data - structure the data
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Limiting the data volumes!
Store only the “useful” data

Use binary formats and even compress the data - structure the data

CMS detector has ~300M sensors

A raw event → ~1.5 MB

.root files generated
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Limiting the data volumes!
Store only the “useful” data

Use binary formats and even compress the data - structure the data

Define reduced datasets for users (no need of continuous data re-reprocess)

Minimize the data replicas in a distributed system

Allow your application to stream data (if efficient!) from other clusters

Use cold storage (aka Tape systems) to store unaccessed/old data

Even delete intermediate data, if it can be easily regenerated

Open data (FAIR principles)
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Processing (understanding) the data

Raw data needs to be reconstructed to get “signals” from sensors
Dead-channels corrections / Calibration constants / ADC signal extraction / … [dynamic!]

Then apply sets of algorithms to get the experiment measurement(s) [event]
These algorithms are refined/optimized in time

Adding many events to perform statistical analysis and derive results
These can be extremely complex when dealing with rare physics events
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Processing (understanding) the data

Raw data needs to be reconstructed to get “signals” from sensors
Dead-channels corrections / Calibration constants / ADC signal extraction / … [dynamic!]
→ person(s) close to sub-detectors

Then apply sets of algorithms to get the experiment measurement(s) [event]
These algorithms are refined/optimized in time
→ experienced users / software developers

Adding many events to perform statistical analysis and derive results
These can be extremely complex when dealing with rare physics events
→ final users / data analyzers
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Writing scientific software

During your scientific career you will contribute to the experiment software(s)

You as a software developer, rather than a software engineer

Large collaborations have software gurus, even software engineers, that help 
to improve, make more efficient and sustainable, the produced software

But, typically many of the experiments scientific software is not fully optimized
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Writing scientific software

https://github.com/cms-sw/cmssw

+5 millions code lines

It would take 50 
experienced FTEs to 
re-write completely 
the code (3 years)

Python becoming 
popular (for the users)

https://github.com/cms-sw/cmssw
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Writing scientific software
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Python: Jupyter Notebooks

Popular for final analysis
Running on reduced users datasets

→ https://github.com/joseflix/DocenciaUAB/tree/master/MN1/2020-2021

https://github.com/joseflix/DocenciaUAB/tree/master/MN1/2020-2021
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Python: Jupyter Notebooks

“Why Jupyter is data 
scientists’ computational 

notebook of choice” 
[https://www.nature.com/articles/d41586-018-07196-1]

https://www.nature.com/articles/d41586-018-07196-1
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Programming: good style
Document your code

Reuse code/routines/packages (be careful to understand what you reuse!)
Import what you need - don’t “ import * “ → memory wastage!

Numerical accuracy

Errors / exceptions handling

Good variables allocation: caches / pointers / malloc

Beware: unallocated mem, overwriting mem, memory leaks… Use debuggers!

Use revision control (CVS, GitHub, GirLab, …)

Profilers to improve your code efficiency
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Programming: good style
Use array programming: operations are applied to whole arrays instead of 
individual elements

Automatic vectorization: compiler optimization that transforms loops to 
vector operations
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Programming recommendations

https://cms-sw.github.io/cms_coding_rules.html

https://cms-sw.github.io/cms_coding_rules.html
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Serial/parallel computing

Typically we analyze event by event

Multiple compute nodes can be used 
at once to speed up the computation

e1

e2

e3

e4

e1 e2 e3 e4
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Serial/parallel computing
Since modern CPUs are multi-core, in principle we could use all of the cores of 
a compute node to run:

- Multi-process code
- Multi-threaded code (if most of the code can run using threads - efficient)

If you run your application in a HPC cluster, where all of the CPUs talk to each 
other via Infiniband*, you can also add:

- Processes that expand to multiple compute nodes

Typically the data is read from a local high performance storage or streamed via network

* InfiniBand (IB) is a computer networking communications standard used in high-performance 
   computing that features very high throughput and very low latency.
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You can use GPUs as well!
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You can even expand to Clouds!
Private 
clouds
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What is High Performance Computing?

High Performance Computing is an aggregation of computing power to 
solve problems which are either too large for standard computers or would 
take too long ← aka Supercomputing

It enables simulation or analysis of huge volumes of data that would 
otherwise not be possible with standard computers

This type of computing speeds up workload execution times which helps 
innovation and research, and scientific progress overall
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How is HPC achieved?

Use a compute cluster to send 
independent tasks across many 

compute nodes (using a Job scheduler)

Inside a compute node, they can run 
multi-process or multi-threaded

If this is an “HPC facility”, then the 
nodes can talk each other, suitable for 

applications that need for large 
parallelization
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How is HPC achieved?

Regular Cluster
(no node-to-node connectivity )

HPC center
(node-to-node connectivity )

Regular 
Cluster1

Regular 
Cluster2
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Inside a cluster
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Inside a cluster
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Use case: LHC computing

→ https://www.youtube.com/watch?v=jDC3-QSiLB4

→ https://www.youtube.com/watch?v=UBJrNq4rucg

https://www.youtube.com/watch?v=jDC3-QSiLB4
https://www.youtube.com/watch?v=UBJrNq4rucg
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The LHC Accelerator and detectors

S. Campana - EIROFORUM 2020
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The LHC generates large amounts of data!

HLT Cluster
Close to the detector

S. Campana - EIROFORUM 2020
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The LHC Computing Grid
Large scale HEP computing embraced a distributed model (the Grid) since early 2000s, based on 
network service technologies, federating national and international initiatives

Worldwide LHC Computing Grid (WLCG): an international collab. to distribute and analyse LHC data

Integrates computer centres worldwide that provide computing and storage resource into a single 
infrastructure accessible by all LHC physicists - dedicated middleware to transparently access to them

Tier-0 (CERN)
Data recording, reconstruction and distribution

Tier-1s
Permanent storage, re-processing, analysis

Tier-2s
Simulation, end-user analysis

161 sites, 42 countries

~1M CPU cores

~1 EB of storage

> 2 million jobs/day

10-400 Gbps links
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The LHC computing Grid

S. Campana - EIROFORUM 2020
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LHC Optical Private Network

S. Campana - EIROFORUM 2020
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LHC Open Network Environment

S. Campana - EIROFORUM 2020
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Last 5 years WLCG traffic GB/s

S. Campana - EIROFORUM 2020
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Evolution towards a more flexible model

S. Campana - EIROFORUM 2020
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WLCG usage and performance

S. Campana - EIROFORUM 2020
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The next challenge: HL-LHC

S. Campana - EIROFORUM 2020
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Events at the HL-LHC

S. Campana - EIROFORUM 2020



INFIERI 2020  [J. Flix] 55

Hardware trends

S. Campana - EIROFORUM 2020
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The HL-LHC Computing Challenge

S. Campana - EIROFORUM 2020
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Heterogeneous computing

S. Campana - EIROFORUM 2020
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Moving to a network-centric model
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Toward a sustainable, open and shared infrastructure

S. Campana - EIROFORUM 2020
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Collaboration with data intensive sciences

S. Campana - EIROFORUM 2020
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Collaboration with data intensive sciences
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WLCG: a story of success, so far!

http://cms-results.web.cern.ch/cms-results/public-results/publications/CMS/index.html

The WLCG organization is providing a shared distributed infrastructure for the LHC experiments since 
15 years - collaboration with other sciences: similar use cases which will use mostly the same clusters

The computing models together with the infrastructure and services successfully changed with time 
adapting to the evolving landscape (experience and funding)

The HL-LHC will be an unprecedented challenge for us both in terms of scale and sustainability

http://cms-results.web.cern.ch/cms-results/public-results/publications/CMS/index.html
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Adoption of Grid Computing
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EGI Accounting
https://accounting.egi.eu/

https://accounting.egi.eu/
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Use case: Folding@Home

Folding@Home (F@H) is a Citizen Science project (implemented as volunteer 
computing) dedicated to running simulations in order to predict protein 
folding into their 3D structure

The project started in 2000, and by 2005 they were already involved in 
multiple fields such as antibiotics, Alzheimer’s disease and cancer

Folding@Home has been involved in multiple studies on infectious diseases 
(Ebola, Chagas), neurodegenerative diseases (Alzheimer’s, Parkinson’s), 
diabetes, and several forms of cancer (breast, kidneys)

Protein misfolding and aggregation often associated with diseases

https://en.wikipedia.org/wiki/Citizen_science
https://en.wikipedia.org/wiki/Volunteer_computing
https://en.wikipedia.org/wiki/Volunteer_computing
https://en.wikipedia.org/wiki/Proteopathy
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Use case: Folding@Home
Folding@Home predicts protein structure by running simulations on 
random paths of structure evolution, starting from an experimental structure 
of the protein, passing through intermediate local configuration energy 
minima (Markov state model)



INFIERI 2020  [J. Flix] 67

Folding@Home against Covid19
COVID19: coronavirus protein folding boosted to major project soon after the 
start of the current crisis

Computational power from donors equivalent to 10 
PFlops (2013), 100 PFlops (2016) and 1 EFlop by 

March 2020 

https://foldingathome.org/covid19/
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CERN against Covid19
F@H tasks, known as Work Units (WUs), are downloaded from workload 
servers and processed by F@H clients, which usually run in the background of 
donors computers, using idle CPU cycles

Multiple donors may join into teams (e.g. CMS as part of the CERN & LHC 
Computing team) → WLCG contributed with 5% of its global resources

https://stats.foldingathome.org/donor/79847386
https://stats.foldingathome.org/team/38188
https://stats.foldingathome.org/team/38188


INFIERI 2020  [J. Flix] 69

CERN against Covid19

CERN & LHC Computing team accumulated F@H score

CERN & LHC Computing quickly rising to top contributors to F@H for this 
activity (April-Oct. 2021)

https://stats.foldingathome.org/team/38188
https://foldingathome.org/support/faq/points/
https://stats.foldingathome.org/teams
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F@H against Covid19 highlights

A. Pérez-Calero Yzquierdo, IFAE Seminar
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Use case: CosmoHub

https://cosmohub.pic.es/home

https://cosmohub.pic.es/home
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CosmoHub on a Hadoop Cluster
Hadoop + Hive + Spark cluster + Jupyter notebooks @ PIC

Fault tolerant open source Big Data Platform that offers scalable distributed storage and processing 
on commodity computer nodes (no SQL knowledge required)

Multiple cosmological datasets available: fast interactive exploration (visualization - 85% < 30s) and 
data products distribution (HTTP/WebDav, FITS formats, 75% in < 3 min)

J. Carretero - IVOA 2020
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CosmoHub queries interface

DESI Legacy Survey z_phot < 0.1
J. Carretero - IVOA 2020
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CosmoHub catalogues

Recently CosmoHub has been accepted by 
re3data.org as a Research Data Repository

Early Data Release 3 (EDR3) of the Gaia mission. 
The early access is possible because PIC recently 

became one of the affiliated sites of Gaia

1.8 billion objects (100x100 pixels < 1 minute!)

J. Carretero - IVOA 2020
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Use case: cosmological N-body simulations
Cosmological simulations of galaxy formation are instrumental in advancing 
our understanding of structure and galaxy formation in the Universe
Nonlinear galaxies evolution / variety of physical processes / enormous range of time/length scales 

A better understanding of the relevant physical processes, improved 
numerical methods and increased computing power have led to simulations 
that can reproduce a large number of the observed galaxy properties

Modern simulations model dark matter, dark energy and ordinary matter 
in an expanding space-time starting from well-defined initial conditions
Modelling ordinary matter is the most challenging due to the large array of physical processes

Cosmological simulations have also proven useful to study alternative 
cosmological models and their impact on the galaxy population
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Use case: cosmological N-body simulations

→ https://www.youtube.com/watch?v=LlYpsmdBxLM

Volker Springel - "Hydrodynamical Simulations of Galaxy Formation"

https://www.youtube.com/watch?v=LlYpsmdBxLM
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Use case: cosmological N-body simulations

→ https://www.youtube.com/watch?v=LlYpsmdBxLM

Volker Springel - "Hydrodynamical Simulations of Galaxy Formation"

https://www.youtube.com/watch?v=LlYpsmdBxLM


INFIERI 2020  [J. Flix] 78

Use case: cosmological N-body simulations

→ https://www.tng-project.org/media/

https://www.tng-project.org/media/
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Cosmological simulations: collab. effort!
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Other sciences at HPC centers

Exam
ple
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Next generation exascale HPC centers
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Exascale for large science projects 

S. Campana - EIROFORUM 2020



INFIERI 2020  [J. Flix] 83

Modern analysis / facilities
We are looking for new, scalable tools that have become available to boost 
interactive data analysis and enable scientists exploiting the maximum 
scientific potential of the data - WLCG deploying such facilities!

Exam
ple
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Outlook
The methods, skills, technologies and practices involved in handling data - 
and particularly big data - is crucial to understanding empirical 
knowledge-making and science overall

Scientists need to specialize (more) in software engineering and modern 
computing techniques to boost their scientific efficiency - learn!

Compute expert teams and facilities available to boost science

Scientific computing is very dynamic - constantly changing and adopting 
new techniques - We will soon use Quantum Computing on a daily basis? 



Thanks!
Questions?


