
GDB 07 Nov 2007 WLCG Planning 
Collecting Tier1 capacity planning for 2008 Full replies so far from PIC FZK TRIUMFCollecting Tier1 capacity planning for 2008. Full replies so far from PIC, FZK, TRIUMF 
and BNL. Partial replies from IN2P3 and ASGC. Information linked in to individual site 
pages under https://twiki.cern.ch/twiki/bin/view/LCG/SC4ExperimentPlans
U d thi i f ti l th i t 2008 TDR dd d d th 2008 Ti 1Used this information plus the experiment 2008 TDR addenda and the 2008 Tier1 
resource pledges to create 1Q2008 and 2Q2008 spreadsheets showing the usual per site 
and per experiment resource requirements. Linked to the above page and the LCG home 
page as usual. Site shares are taken from the MoU pledges normalised up to 100% forpage as usual. Site shares are taken from the MoU pledges normalised up to 100% for 
each experiment (slight variation for ATLAS).

Prepared first draft of ‘extra’ resources required for runs of CCRC’08 including full 2008-
running cpu for 2nd pass reconstruction at Tier-1 but not yet estimating the storage for this u g cpu o pass eco st uct o at e but ot yet est at g t e sto age o t s
(except for LHCb who provided the information). Initially assuming 14 days running at 
100% LHC efficiency for February and 28 days in May (machine efficiency is a simple 
multiplicative constant in the spreadsheets).

Raised many assumptions for decision, some global, some per experiment which were 
discussed and partially answered at yesterdays CCRC’08 face to face meeting.

Next slides show baseline spreadsheets for 1Q2008 and 2Q2008 then the extra p Q Q
resources needed for CCRC08. 
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1Q2008 Baseline Planning – no CCRC’08 
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1Q2008 Resources required for CCRC08
14 days at 100% LHC efficiency, full 2008 cpu needed for reconstruction
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2Q2008 Baseline Planning – no CCRC’08
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2Q2008 Resources required for CCRC08
28 days at 100% LHC efficiency, full 2008 cpu needed for reconstruction
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CCRC’08 Resource Planning
Including Tier1 ESD production cpu but not storage (usually T1D1 at the production g p p g ( y p
site and T0D1 at the copied Tier1 sites) extra requirements from 2 weeks full 
nominal 2008 p-p running at 100% LHC efficiency in February require:
•About 2-3 times the currently planned cpu at Tier0 and most Tier1 (BNL OK)
•From 5 to 15% of the currently installed disk capacity but higher at NL-T1 (reported 
as 253 TB disk installed ?), and at CERN if the full CAF requirements are needed.
•From 10-20% of the currently installed tape capacity but 100% at NL-T1 (reported 

52 TB t i t ll d ?)as 52 TB tape installed ?).
•Will sites have the temporary extra storage ? T1 ESD production will be cpu limited.

Including Tier1 ESD production cpu but not storage (usually T1D1 at the production 
site and T0D1 at the copied Tier1 sites) extra requirements from 4 weeks full 
nominal 2008 p-p running at 100% LHC efficiency in May require:
•Full 2Q2008 cpu capacity to be installed current hard planning is for 55% to be•Full 2Q2008 cpu capacity to be installed – current hard planning is for 55% to be 
available.
•Will take 9% of pledged disk capacity – current hard planning is for 50% to be 
available.available.
•Will take 11% of pledged tape capacity – current hard planning is for 45% to be 
available.
•Should  be achievable by temporarily ‘borrowing’ empty 2008 resources.
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