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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
B ! D

⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Additionally, the treatment of radiative corrections,
and other subtle e↵ects in event generation such as po-
larization e↵ects, are shared in the event generators em-
ployed by many experiments. This can be a source of
common systematic uncertainties, albeit negligible com-
pared to the precision of the current measurements.

VI. COMBINATION AND INTERPRETATION OF THE
RESULTS

The semitauonic measurements described in Sec. IV
exhibit various levels of disagreement with the SM pre-
dictions. In this section, we further examine these results
and explore these tensions. To briefly resummarize, at
the time of the publication of this review, the following
recent measurements were available (see also Table V):

1. In B ! D
(⇤)
⌧⌫ decays

(a) Six measurements of R(D⇤) and three of
R(D). For convenience we resummarize here
these results in Table XVII.

(b) One measurement of the ⌧ polarization frac-
tion, P⌧ (D⇤) = �0.38 ± 0.51+0.21

�0.16
.

(c) One measurement of the D
⇤ longitudinal po-

larization fraction, FL,⌧ (D⇤) = 0.60 ± 0.08 ±
0.04.

(d) Two measurements of the e�ciency corrected
q
2 distributions shown in Fig. 11.

2. One measurement of a b ! c⌧⌫ transition using Bc

decays, R(J/ ) = 0.71 ± 0.17 ± 0.18.

3. One measurement of a b ! u⌧⌫ transition, R(⇡) =
1.05 ± 0.51.

In Sec. VI.A, we inspect the measurements of R(D(⇤))
in terms of the light-lepton normalization modes, the
isospin-conjugated modes, and their measured values as
a function of time. Thereafter we revisit in Sec. VI.B the
combination of the measured R(D(⇤)) values. In partic-
ular, we discuss the role of non-trivial correlation e↵ects
on such averages and point out that with more precise
measurements on the horizon these e↵ects will need to be
revisited. In Sec. VI.C we discuss the saturation of the
measured inclusive rate by exclusive contributions as im-
plied by the current world averages of R(D⇤) and R(D)
together with the expected B ! D

⇤⇤
⌧⌫ rates. Finally,

Secs. VI.D and VI.E discuss the challenges in develop-
ing self-consistent new physics interpretations of the ob-
served tensions with the SM and possible connections to
the present-day FCNC anomalies, respectively.

A. Dissection of R(D(⇤)) results and SM tensions

The current status of LFUV measurements versus SM
predictions, and the significance of their respective ten-

Table XVII Summary of R(D(⇤)) measurements and world
averages. The hadronic-⌧ LHCb result (Aaij et al., 2018b)
has been updated taking into account the latest HFLAV av-
erage of B(B0

! D
⇤+
`⌫) = 5.08 ± 0.02 ± 0.12)%. The values

for “Average (⇢̂D⇤⇤)” are calculated by profiling the unknown
B ! D

⇤⇤
l⌫ correlation and obtaining ⇢̂D⇤⇤ = �0.88 as de-

scribed in Sec. VI.B.

Experiment ⌧ decay Tag R(D) R(D⇤) ⇢tot

BABAR a
µ⌫⌫ Had. 0.440(58)(42) 0.332(24)(18) �0.31

Belleb
µ⌫⌫ Semil. 0.307(37)(16) 0.283(18)(14) �0.52

Bellec
µ⌫⌫ Had. 0.375(64)(26) 0.293(38)(15) �0.50

Belled
⇡⌫, ⇢⌫ Had. 0.270(35(+28)

(�25) –

LHCbe
⇡⇡⇡(⇡0)⌫ – – 0.280(18)(25)(13) –

LHCbf
µ⌫⌫ – – 0.336(27)(30) –

Avg. (⇢̂D⇤⇤) 0.337(30) 0.298(14) �0.42

HFLAV Avg.g 0.340(30) 0.295(14) �0.38

a (Lees et al., 2012, 2013) b (Caria et al., 2020) c (Huschle et al., 2015)
d (Hirose et al., 2018)
e (Aaij et al., 2018b) f (Aaij et al., 2015c) g (Amhis et al., 2019)

Table XVIII Current status of LFUV measurements (see
Sec. IV) versus SM predictions in Sec. II, and their respective
agreements or tensions. For P⌧ (D⇤) and FL,⌧ (D⇤) we show
a näıve arithmetic average of the SM predictions (Tab. II)
as done for R(D(⇤)). For R(D(⇤)) we show the world average
from the HFLAV combination (Amhis et al., 2019); below the
line we show for comparison the results of the R(D(⇤)) world
average obtained in this work (see Sec. VI.B).

Obs.
Current

World Av./Data
Current

SM Prediction Significance

R(D) 0.340 ± 0.030 0.299 ± 0.003 1.2�
)

3.1�
R(D⇤) 0.295 ± 0.014 0.258 ± 0.005 2.5�

P⌧ (D⇤) �0.38 ± 0.51+0.21
�0.16 �0.501 ± 0.011 0.2�

FL,⌧ (D⇤) 0.60 ± 0.08 ± 0.04 0.455 ± 0.006 1.6�

R(J/ ) 0.71 ± 0.17 ± 0.18 0.2582 ± 0.0038 1.8�

R(⇡) 1.05 ± 0.51 0.641 ± 0.016 0.8�

R(D) 0.337± 0.030 0.299 ± 0.003 1.3�
)
3.6�

R(D⇤) 0.298± 0.014 0.258 ± 0.005 2.5�

sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(⇤))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5�. The combined value of R(D)
and R(D⇤) is in tension with the SM expectation by 3.1�
because of their anti-correlation. Also note that the value
of P⌧ (D⇤) is slightly correlated with both averages.

A subset of the existing measurements provide values
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Additionally, the treatment of radiative corrections,
and other subtle e↵ects in event generation such as po-
larization e↵ects, are shared in the event generators em-
ployed by many experiments. This can be a source of
common systematic uncertainties, albeit negligible com-
pared to the precision of the current measurements.

VI. COMBINATION AND INTERPRETATION OF THE
RESULTS

The semitauonic measurements described in Sec. IV
exhibit various levels of disagreement with the SM pre-
dictions. In this section, we further examine these results
and explore these tensions. To briefly resummarize, at
the time of the publication of this review, the following
recent measurements were available (see also Table V):

1. In B ! D
(⇤)
⌧⌫ decays

(a) Six measurements of R(D⇤) and three of
R(D). For convenience we resummarize here
these results in Table XVII.

(b) One measurement of the ⌧ polarization frac-
tion, P⌧ (D⇤) = �0.38 ± 0.51+0.21

�0.16
.

(c) One measurement of the D
⇤ longitudinal po-

larization fraction, FL,⌧ (D⇤) = 0.60 ± 0.08 ±
0.04.

(d) Two measurements of the e�ciency corrected
q
2 distributions shown in Fig. 11.

2. One measurement of a b ! c⌧⌫ transition using Bc

decays, R(J/ ) = 0.71 ± 0.17 ± 0.18.

3. One measurement of a b ! u⌧⌫ transition, R(⇡) =
1.05 ± 0.51.

In Sec. VI.A, we inspect the measurements of R(D(⇤))
in terms of the light-lepton normalization modes, the
isospin-conjugated modes, and their measured values as
a function of time. Thereafter we revisit in Sec. VI.B the
combination of the measured R(D(⇤)) values. In partic-
ular, we discuss the role of non-trivial correlation e↵ects
on such averages and point out that with more precise
measurements on the horizon these e↵ects will need to be
revisited. In Sec. VI.C we discuss the saturation of the
measured inclusive rate by exclusive contributions as im-
plied by the current world averages of R(D⇤) and R(D)
together with the expected B ! D

⇤⇤
⌧⌫ rates. Finally,

Secs. VI.D and VI.E discuss the challenges in develop-
ing self-consistent new physics interpretations of the ob-
served tensions with the SM and possible connections to
the present-day FCNC anomalies, respectively.

A. Dissection of R(D(⇤)) results and SM tensions

The current status of LFUV measurements versus SM
predictions, and the significance of their respective ten-

Table XVII Summary of R(D(⇤)) measurements and world
averages. The hadronic-⌧ LHCb result (Aaij et al., 2018b)
has been updated taking into account the latest HFLAV av-
erage of B(B0

! D
⇤+
`⌫) = 5.08 ± 0.02 ± 0.12)%. The values

for “Average (⇢̂D⇤⇤)” are calculated by profiling the unknown
B ! D

⇤⇤
l⌫ correlation and obtaining ⇢̂D⇤⇤ = �0.88 as de-

scribed in Sec. VI.B.

Experiment ⌧ decay Tag R(D) R(D⇤) ⇢tot

BABAR a
µ⌫⌫ Had. 0.440(58)(42) 0.332(24)(18) �0.31

Belleb
µ⌫⌫ Semil. 0.307(37)(16) 0.283(18)(14) �0.52

Bellec
µ⌫⌫ Had. 0.375(64)(26) 0.293(38)(15) �0.50

Belled
⇡⌫, ⇢⌫ Had. 0.270(35(+28)

(�25) –

LHCbe
⇡⇡⇡(⇡0)⌫ – – 0.280(18)(25)(13) –

LHCbf
µ⌫⌫ – – 0.336(27)(30) –

Avg. (⇢̂D⇤⇤) 0.337(30) 0.298(14) �0.42

HFLAV Avg.g 0.340(30) 0.295(14) �0.38

a (Lees et al., 2012, 2013) b (Caria et al., 2020) c (Huschle et al., 2015)
d (Hirose et al., 2018)
e (Aaij et al., 2018b) f (Aaij et al., 2015c) g (Amhis et al., 2019)

Table XVIII Current status of LFUV measurements (see
Sec. IV) versus SM predictions in Sec. II, and their respective
agreements or tensions. For P⌧ (D⇤) and FL,⌧ (D⇤) we show
a näıve arithmetic average of the SM predictions (Tab. II)
as done for R(D(⇤)). For R(D(⇤)) we show the world average
from the HFLAV combination (Amhis et al., 2019); below the
line we show for comparison the results of the R(D(⇤)) world
average obtained in this work (see Sec. VI.B).

Obs.
Current

World Av./Data
Current

SM Prediction Significance

R(D) 0.340 ± 0.030 0.299 ± 0.003 1.2�
)

3.1�
R(D⇤) 0.295 ± 0.014 0.258 ± 0.005 2.5�

P⌧ (D⇤) �0.38 ± 0.51+0.21
�0.16 �0.501 ± 0.011 0.2�

FL,⌧ (D⇤) 0.60 ± 0.08 ± 0.04 0.455 ± 0.006 1.6�

R(J/ ) 0.71 ± 0.17 ± 0.18 0.2582 ± 0.0038 1.8�

R(⇡) 1.05 ± 0.51 0.641 ± 0.016 0.8�

R(D) 0.337± 0.030 0.299 ± 0.003 1.3�
)
3.6�

R(D⇤) 0.298± 0.014 0.258 ± 0.005 2.5�

sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(⇤))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5�. The combined value of R(D)
and R(D⇤) is in tension with the SM expectation by 3.1�
because of their anti-correlation. Also note that the value
of P⌧ (D⇤) is slightly correlated with both averages.

A subset of the existing measurements provide values
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Additionally, the treatment of radiative corrections,
and other subtle e↵ects in event generation such as po-
larization e↵ects, are shared in the event generators em-
ployed by many experiments. This can be a source of
common systematic uncertainties, albeit negligible com-
pared to the precision of the current measurements.

VI. COMBINATION AND INTERPRETATION OF THE
RESULTS

The semitauonic measurements described in Sec. IV
exhibit various levels of disagreement with the SM pre-
dictions. In this section, we further examine these results
and explore these tensions. To briefly resummarize, at
the time of the publication of this review, the following
recent measurements were available (see also Table V):

1. In B ! D
(⇤)
⌧⌫ decays

(a) Six measurements of R(D⇤) and three of
R(D). For convenience we resummarize here
these results in Table XVII.

(b) One measurement of the ⌧ polarization frac-
tion, P⌧ (D⇤) = �0.38 ± 0.51+0.21

�0.16
.

(c) One measurement of the D
⇤ longitudinal po-

larization fraction, FL,⌧ (D⇤) = 0.60 ± 0.08 ±
0.04.

(d) Two measurements of the e�ciency corrected
q
2 distributions shown in Fig. 11.

2. One measurement of a b ! c⌧⌫ transition using Bc

decays, R(J/ ) = 0.71 ± 0.17 ± 0.18.

3. One measurement of a b ! u⌧⌫ transition, R(⇡) =
1.05 ± 0.51.

In Sec. VI.A, we inspect the measurements of R(D(⇤))
in terms of the light-lepton normalization modes, the
isospin-conjugated modes, and their measured values as
a function of time. Thereafter we revisit in Sec. VI.B the
combination of the measured R(D(⇤)) values. In partic-
ular, we discuss the role of non-trivial correlation e↵ects
on such averages and point out that with more precise
measurements on the horizon these e↵ects will need to be
revisited. In Sec. VI.C we discuss the saturation of the
measured inclusive rate by exclusive contributions as im-
plied by the current world averages of R(D⇤) and R(D)
together with the expected B ! D

⇤⇤
⌧⌫ rates. Finally,

Secs. VI.D and VI.E discuss the challenges in develop-
ing self-consistent new physics interpretations of the ob-
served tensions with the SM and possible connections to
the present-day FCNC anomalies, respectively.

A. Dissection of R(D(⇤)) results and SM tensions

The current status of LFUV measurements versus SM
predictions, and the significance of their respective ten-

Table XVII Summary of R(D(⇤)) measurements and world
averages. The hadronic-⌧ LHCb result (Aaij et al., 2018b)
has been updated taking into account the latest HFLAV av-
erage of B(B0

! D
⇤+
`⌫) = 5.08 ± 0.02 ± 0.12)%. The values

for “Average (⇢̂D⇤⇤)” are calculated by profiling the unknown
B ! D

⇤⇤
l⌫ correlation and obtaining ⇢̂D⇤⇤ = �0.88 as de-

scribed in Sec. VI.B.

Experiment ⌧ decay Tag R(D) R(D⇤) ⇢tot

BABAR a
µ⌫⌫ Had. 0.440(58)(42) 0.332(24)(18) �0.31

Belleb
µ⌫⌫ Semil. 0.307(37)(16) 0.283(18)(14) �0.52

Bellec
µ⌫⌫ Had. 0.375(64)(26) 0.293(38)(15) �0.50

Belled
⇡⌫, ⇢⌫ Had. 0.270(35(+28)

(�25) –

LHCbe
⇡⇡⇡(⇡0)⌫ – – 0.280(18)(25)(13) –

LHCbf
µ⌫⌫ – – 0.336(27)(30) –

Avg. (⇢̂D⇤⇤) 0.337(30) 0.298(14) �0.42

HFLAV Avg.g 0.340(30) 0.295(14) �0.38

a (Lees et al., 2012, 2013) b (Caria et al., 2020) c (Huschle et al., 2015)
d (Hirose et al., 2018)
e (Aaij et al., 2018b) f (Aaij et al., 2015c) g (Amhis et al., 2019)

Table XVIII Current status of LFUV measurements (see
Sec. IV) versus SM predictions in Sec. II, and their respective
agreements or tensions. For P⌧ (D⇤) and FL,⌧ (D⇤) we show
a näıve arithmetic average of the SM predictions (Tab. II)
as done for R(D(⇤)). For R(D(⇤)) we show the world average
from the HFLAV combination (Amhis et al., 2019); below the
line we show for comparison the results of the R(D(⇤)) world
average obtained in this work (see Sec. VI.B).

Obs.
Current

World Av./Data
Current

SM Prediction Significance

R(D) 0.340 ± 0.030 0.299 ± 0.003 1.2�
)

3.1�
R(D⇤) 0.295 ± 0.014 0.258 ± 0.005 2.5�

P⌧ (D⇤) �0.38 ± 0.51+0.21
�0.16 �0.501 ± 0.011 0.2�

FL,⌧ (D⇤) 0.60 ± 0.08 ± 0.04 0.455 ± 0.006 1.6�

R(J/ ) 0.71 ± 0.17 ± 0.18 0.2582 ± 0.0038 1.8�

R(⇡) 1.05 ± 0.51 0.641 ± 0.016 0.8�

R(D) 0.337± 0.030 0.299 ± 0.003 1.3�
)
3.6�

R(D⇤) 0.298± 0.014 0.258 ± 0.005 2.5�

sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(⇤))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5�. The combined value of R(D)
and R(D⇤) is in tension with the SM expectation by 3.1�
because of their anti-correlation. Also note that the value
of P⌧ (D⇤) is slightly correlated with both averages.

A subset of the existing measurements provide values
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Additionally, the treatment of radiative corrections,
and other subtle e↵ects in event generation such as po-
larization e↵ects, are shared in the event generators em-
ployed by many experiments. This can be a source of
common systematic uncertainties, albeit negligible com-
pared to the precision of the current measurements.

VI. COMBINATION AND INTERPRETATION OF THE
RESULTS

The semitauonic measurements described in Sec. IV
exhibit various levels of disagreement with the SM pre-
dictions. In this section, we further examine these results
and explore these tensions. To briefly resummarize, at
the time of the publication of this review, the following
recent measurements were available (see also Table V):

1. In B ! D
(⇤)
⌧⌫ decays

(a) Six measurements of R(D⇤) and three of
R(D). For convenience we resummarize here
these results in Table XVII.

(b) One measurement of the ⌧ polarization frac-
tion, P⌧ (D⇤) = �0.38 ± 0.51+0.21

�0.16
.

(c) One measurement of the D
⇤ longitudinal po-

larization fraction, FL,⌧ (D⇤) = 0.60 ± 0.08 ±
0.04.

(d) Two measurements of the e�ciency corrected
q
2 distributions shown in Fig. 11.

2. One measurement of a b ! c⌧⌫ transition using Bc

decays, R(J/ ) = 0.71 ± 0.17 ± 0.18.

3. One measurement of a b ! u⌧⌫ transition, R(⇡) =
1.05 ± 0.51.

In Sec. VI.A, we inspect the measurements of R(D(⇤))
in terms of the light-lepton normalization modes, the
isospin-conjugated modes, and their measured values as
a function of time. Thereafter we revisit in Sec. VI.B the
combination of the measured R(D(⇤)) values. In partic-
ular, we discuss the role of non-trivial correlation e↵ects
on such averages and point out that with more precise
measurements on the horizon these e↵ects will need to be
revisited. In Sec. VI.C we discuss the saturation of the
measured inclusive rate by exclusive contributions as im-
plied by the current world averages of R(D⇤) and R(D)
together with the expected B ! D

⇤⇤
⌧⌫ rates. Finally,

Secs. VI.D and VI.E discuss the challenges in develop-
ing self-consistent new physics interpretations of the ob-
served tensions with the SM and possible connections to
the present-day FCNC anomalies, respectively.

A. Dissection of R(D(⇤)) results and SM tensions

The current status of LFUV measurements versus SM
predictions, and the significance of their respective ten-

Table XVII Summary of R(D(⇤)) measurements and world
averages. The hadronic-⌧ LHCb result (Aaij et al., 2018b)
has been updated taking into account the latest HFLAV av-
erage of B(B0

! D
⇤+
`⌫) = 5.08 ± 0.02 ± 0.12)%. The values

for “Average (⇢̂D⇤⇤)” are calculated by profiling the unknown
B ! D

⇤⇤
l⌫ correlation and obtaining ⇢̂D⇤⇤ = �0.88 as de-

scribed in Sec. VI.B.

Experiment ⌧ decay Tag R(D) R(D⇤) ⇢tot

BABAR a
µ⌫⌫ Had. 0.440(58)(42) 0.332(24)(18) �0.31

Belleb
µ⌫⌫ Semil. 0.307(37)(16) 0.283(18)(14) �0.52

Bellec
µ⌫⌫ Had. 0.375(64)(26) 0.293(38)(15) �0.50

Belled
⇡⌫, ⇢⌫ Had. 0.270(35(+28)

(�25) –

LHCbe
⇡⇡⇡(⇡0)⌫ – – 0.280(18)(25)(13) –

LHCbf
µ⌫⌫ – – 0.336(27)(30) –

Avg. (⇢̂D⇤⇤) 0.337(30) 0.298(14) �0.42

HFLAV Avg.g 0.340(30) 0.295(14) �0.38
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e (Aaij et al., 2018b) f (Aaij et al., 2015c) g (Amhis et al., 2019)

Table XVIII Current status of LFUV measurements (see
Sec. IV) versus SM predictions in Sec. II, and their respective
agreements or tensions. For P⌧ (D⇤) and FL,⌧ (D⇤) we show
a näıve arithmetic average of the SM predictions (Tab. II)
as done for R(D(⇤)). For R(D(⇤)) we show the world average
from the HFLAV combination (Amhis et al., 2019); below the
line we show for comparison the results of the R(D(⇤)) world
average obtained in this work (see Sec. VI.B).
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World Av./Data
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sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(⇤))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5�. The combined value of R(D)
and R(D⇤) is in tension with the SM expectation by 3.1�
because of their anti-correlation. Also note that the value
of P⌧ (D⇤) is slightly correlated with both averages.

A subset of the existing measurements provide values
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sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(⇤))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5�. The combined value of R(D)
and R(D⇤) is in tension with the SM expectation by 3.1�
because of their anti-correlation. Also note that the value
of P⌧ (D⇤) is slightly correlated with both averages.

A subset of the existing measurements provide values
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Where do we stand with  ?Hb → Hcτν̄τ

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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W
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W
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q
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* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2
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Additionally, the treatment of radiative corrections,
and other subtle e↵ects in event generation such as po-
larization e↵ects, are shared in the event generators em-
ployed by many experiments. This can be a source of
common systematic uncertainties, albeit negligible com-
pared to the precision of the current measurements.

VI. COMBINATION AND INTERPRETATION OF THE
RESULTS

The semitauonic measurements described in Sec. IV
exhibit various levels of disagreement with the SM pre-
dictions. In this section, we further examine these results
and explore these tensions. To briefly resummarize, at
the time of the publication of this review, the following
recent measurements were available (see also Table V):

1. In B ! D
(⇤)
⌧⌫ decays

(a) Six measurements of R(D⇤) and three of
R(D). For convenience we resummarize here
these results in Table XVII.

(b) One measurement of the ⌧ polarization frac-
tion, P⌧ (D⇤) = �0.38 ± 0.51+0.21

�0.16
.

(c) One measurement of the D
⇤ longitudinal po-

larization fraction, FL,⌧ (D⇤) = 0.60 ± 0.08 ±
0.04.

(d) Two measurements of the e�ciency corrected
q
2 distributions shown in Fig. 11.

2. One measurement of a b ! c⌧⌫ transition using Bc

decays, R(J/ ) = 0.71 ± 0.17 ± 0.18.

3. One measurement of a b ! u⌧⌫ transition, R(⇡) =
1.05 ± 0.51.

In Sec. VI.A, we inspect the measurements of R(D(⇤))
in terms of the light-lepton normalization modes, the
isospin-conjugated modes, and their measured values as
a function of time. Thereafter we revisit in Sec. VI.B the
combination of the measured R(D(⇤)) values. In partic-
ular, we discuss the role of non-trivial correlation e↵ects
on such averages and point out that with more precise
measurements on the horizon these e↵ects will need to be
revisited. In Sec. VI.C we discuss the saturation of the
measured inclusive rate by exclusive contributions as im-
plied by the current world averages of R(D⇤) and R(D)
together with the expected B ! D

⇤⇤
⌧⌫ rates. Finally,

Secs. VI.D and VI.E discuss the challenges in develop-
ing self-consistent new physics interpretations of the ob-
served tensions with the SM and possible connections to
the present-day FCNC anomalies, respectively.

A. Dissection of R(D(⇤)) results and SM tensions

The current status of LFUV measurements versus SM
predictions, and the significance of their respective ten-

Table XVII Summary of R(D(⇤)) measurements and world
averages. The hadronic-⌧ LHCb result (Aaij et al., 2018b)
has been updated taking into account the latest HFLAV av-
erage of B(B0

! D
⇤+
`⌫) = 5.08 ± 0.02 ± 0.12)%. The values

for “Average (⇢̂D⇤⇤)” are calculated by profiling the unknown
B ! D

⇤⇤
l⌫ correlation and obtaining ⇢̂D⇤⇤ = �0.88 as de-

scribed in Sec. VI.B.

Experiment ⌧ decay Tag R(D) R(D⇤) ⇢tot

BABAR a
µ⌫⌫ Had. 0.440(58)(42) 0.332(24)(18) �0.31

Belleb
µ⌫⌫ Semil. 0.307(37)(16) 0.283(18)(14) �0.52

Bellec
µ⌫⌫ Had. 0.375(64)(26) 0.293(38)(15) �0.50

Belled
⇡⌫, ⇢⌫ Had. 0.270(35(+28)

(�25) –

LHCbe
⇡⇡⇡(⇡0)⌫ – – 0.280(18)(25)(13) –

LHCbf
µ⌫⌫ – – 0.336(27)(30) –

Avg. (⇢̂D⇤⇤) 0.337(30) 0.298(14) �0.42

HFLAV Avg.g 0.340(30) 0.295(14) �0.38

a (Lees et al., 2012, 2013) b (Caria et al., 2020) c (Huschle et al., 2015)
d (Hirose et al., 2018)
e (Aaij et al., 2018b) f (Aaij et al., 2015c) g (Amhis et al., 2019)

Table XVIII Current status of LFUV measurements (see
Sec. IV) versus SM predictions in Sec. II, and their respective
agreements or tensions. For P⌧ (D⇤) and FL,⌧ (D⇤) we show
a näıve arithmetic average of the SM predictions (Tab. II)
as done for R(D(⇤)). For R(D(⇤)) we show the world average
from the HFLAV combination (Amhis et al., 2019); below the
line we show for comparison the results of the R(D(⇤)) world
average obtained in this work (see Sec. VI.B).

Obs.
Current

World Av./Data
Current

SM Prediction Significance

R(D) 0.340 ± 0.030 0.299 ± 0.003 1.2�
)

3.1�
R(D⇤) 0.295 ± 0.014 0.258 ± 0.005 2.5�

P⌧ (D⇤) �0.38 ± 0.51+0.21
�0.16 �0.501 ± 0.011 0.2�

FL,⌧ (D⇤) 0.60 ± 0.08 ± 0.04 0.455 ± 0.006 1.6�

R(J/ ) 0.71 ± 0.17 ± 0.18 0.2582 ± 0.0038 1.8�

R(⇡) 1.05 ± 0.51 0.641 ± 0.016 0.8�

R(D) 0.337± 0.030 0.299 ± 0.003 1.3�
)
3.6�

R(D⇤) 0.298± 0.014 0.258 ± 0.005 2.5�

sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(⇤))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5�. The combined value of R(D)
and R(D⇤) is in tension with the SM expectation by 3.1�
because of their anti-correlation. Also note that the value
of P⌧ (D⇤) is slightly correlated with both averages.

A subset of the existing measurements provide values
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Measurement Strategies

R =
b ! q ⌧ ⌫̄⌧
b ! q `⌫̄`

` = e, µ

1. Leptonic or 
Hadronic 𝝉 decays?
Some properties (e.g. 𝝉 polarization) readily 
accessible in hadronic decays.

2. Albeit not necessarily a rare decay of O(%) in BF, TRICKY to 
separate from normalisation and backgrounds

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb

W
�

�

⌫̄

b

q

Vqb

W
�

�

⌫̄

b

q
u

u

* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2
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LHCb: Isolation criteria, displacement of 𝝉, kinematics

B-Factories: Full reconstruction of event (Tagging), matching topology, kinematics

Signal

Normalization
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3. Semileptonic decays at B-Factories 

Nice Illustration 

from C. Bozzi

Measurement Strategies

‣ e+/e- collision produces Y(4S) → BB 

‣ Fully reconstruct one of the two B-
mesons (‘tag’) → possible to assign all 
particles to either signal or tag B 

‣ Missing four-momentum (neutrinos) 
can be reconstructed with high precision


✓ Small efficiency (~0.2-0.4%) 
compensated by large integrated 
luminosity 

pmiss = (pbeam � pBtag � pD(⇤) � p`)

Nice Illustration 

from C. Bozzi
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Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.

• Small	(~10-3)	B-tag	efficiency	compensated	
by	large	integrated	luminosity	
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The Belle (II) Menu

Not impossible,

but just really hard


and likely not competitive
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The Belle (II) Menu

Not impossible,

but just really hard


and likely not competitive
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#

‣ Reconstruct one of the two B-mesons (‘tag’) in 
semileptonic modes → possible to assign 
all particles in detector to tag- & signal-side 

‣ Demand Matching topology + 
unassigned energy in the calorimeter 

 to discriminate background from signal
EECL

12

 from Belle with SL taggingℛ(D(*))

Nice Illustration 

from C. Bozzi
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6

backgrounds.
To improve the resolution of the D⇤-D mass di↵erence,

�M , for the D⇤+ ! D0⇡+ decay mode, the charged pion
track from theD⇤+ is refitted to theD0 decay vertex. We
require �M be within 2.5 MeV/c2 around the nominal
D⇤-D mass di↵erence for the D⇤+ ! D0⇡+ decay mode,
and within 2.0 MeV/c2 for the D⇤+ ! D+⇡0 and D⇤0 !
D0⇡0 decay modes. These windows correspond to ±3.2
and ±2.0 times the resolution, respectively. We require
a tighter mass window in the D⇤ modes containing low-
momentum (“slow”) ⇡0 to suppress a large background
arising from misreconstructed neutral pions.

In each event we require that there be two B candi-
dates of opposite in flavor. While it is possible for sig-
nal events to have the same flavor due to BB̄ mixing,
we do not allow such events as they lead to ambiguous
D⇤` pair assignment and hence to a larger combinatorial
background.

On the signal side, we require cos ✓B,D(⇤)` to be less

than 1.0 and theD(⇤) momentum in the ⌥(4S) rest frame
to be less than 2.0 GeV/c. Finally, we require that events
contain no extra charged tracks, K0

S candidates, or ⇡0

candidates, which are reconstructed with the same crite-
ria as those used for the D candidates.

When multiple Btag or Bsig candidates are found in
an event, we select the Btag candidate with the highest
tagging classifier output, and the Bsig candidate with the
highest p-value resulting from theD orD⇤ vertex fit. The
e�ciencies of the best candidate selection algorithm are
95%, 93%, 88%, and 86% for the D+`�, D0`�, D⇤+`�

and D⇤0`� samples, respectively.

IV. SIGNAL EXTRACTION

To distinguish signal and normalization events from
background processes, we use the sum of the energies
of neutral clusters detected in the ECL that are not as-
sociated with reconstructed particles, denoted as EECL.
To mitigate the e↵ects of photons related to beam back-
ground, for the EECL calculation we include only clusters
with energies greater than 50, 100, and 150 MeV, respec-
tively, from the barrel, forward, and backward calorime-
ter regions [18]. Signal and normalization events peak
near zero in EECL, while background events populate a
wider range as shown in Figure 1. We require that EECL

be less than 1.2 GeV.
To separate reconstructed signal and normalization

events, we employ a BDT based on the XGBoost pack-
age [28]. The input variables to the BDT are cos ✓B,D(⇤)`;
the approximate missing mass squared m2

miss = (Ebeam�
ED(⇤) � E`)2 � (pD(⇤) + p`)2; the visible energy Evis =P

i Ei, where (Ei,pi) is the four-momentum of particle
i. The BDT classifier is trained for each of the four
D(⇤)` samples using MC events of signal and normaliza-
tion modes. We do not apply any selection on the BDT
classifier output, denoted as class; instead we use it as

one of the fitting variables for the extraction of R(D(⇤)).
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FIG. 1. EECL distributions for the signal, normalization, and
background taken from MC simulation. The distributions for
all decay modes are summed together and normalized to unity.

We extract the yields of signal and normalization
modes from a two-dimensional (2D) extended maximum-
likelihood fit to the variables class and EECL. The fit
is performed simultaneously to the four D(⇤)` samples.
The distribution of each sample is described as the sum
of several components: D(⇤)⌧⌫, D(⇤)`⌫, feed-down from
D⇤`(⌧)⌫ to D`(⌧)⌫, D⇤⇤`/⌧⌫, and other backgrounds.
The PDFs of these components are determined from MC
simulations. A large fraction of B ! D⇤`⌫ decays for
both B0 and B+ is reconstructed in theD` samples (feed-
down). We leave these two contributions free in the fit
and use their fitted yields to estimate the feed-down rate
ofB ! D⇤⌧⌫ decays. As the probability ofB ! D(`/⌧)⌫
decays contributing to the D⇤` samples is small, the rate
of this contribution is fixed to its expected value.
The free parameters in the final fit are the yields of

signal, normalization, B ! D⇤⇤`⌫` and feed-down from
D⇤` to D` components. The yield of fake D(⇤) events
is fixed to the value estimated from the �M sidebands.
The yields of other backgrounds are fixed to their MC
expected values. The ratios R(D(⇤)) are given by the
formula:

R(D(⇤)) =
1

2B(⌧� ! `�⌫̄`⌫⌧ )
· "norm

"sig
· Nsig

Nnorm
, (3)

where "sig(norm) andNsig(norm) are the detection e�ciency
and yields of signal (normalization) modes and B(⌧� !
`�⌫̄`⌫⌧ ) is the average of the world averages for ` = e and
` = µ.
To improve the accuracy of the MC simulation, we

apply a series of correction factors determined from con-
trol sample measurements. The lepton identification e�-
ciencies are separately corrected for electrons and muons
to account for di↵erences between data and simulations
in the detector responses. Correction factors for these
e�ciencies are evaluated as a functions of the lepton

Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.

• Small	(~10-3)	B-tag	efficiency	compensated	
by	large	integrated	luminosity	
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FIG. 1. The cos θB-D∗! distributions for B̄0
→ D∗+τ−ν̄τ

(solid red circles) and B̄0
→ D∗+$−ν̄! (open black circles)

taken from MC simulation.

IV. SIGNAL, NORMALIZATION AND
BACKGROUND SEPARATION

To separate reconstructed signal and normalization
events, we employ a neural network using the NeuroBayes
software package [28]. The variables used as inputs to
the network are cos θsigB-D∗!, the missing mass squared
M2

miss = (2Ebeam −
∑

i Ei)2/c4 − |
∑

i "pi|2/c2, and the
visible energy Evis =

∑

i Ei, where (Ei, "pi) is the four-
momentum of particle i in the Υ(4S) rest frame. The
most powerful observable in separating signal and nor-
malization is cos θsigB-D∗!. The neural network is trained
using MC samples of signal and normalization events.
We will use the neural network classifier as one of the fit-
ting variables for the measurement ofR(D∗) without any
selection on the neural network classifier. Typically, for
a requirement the neural network classifier to be larger
than 0.8, 82% of the signal is kept while rejecting 97% of
the normalization events.

The dominant background contributions arise from
events with misreconstructed D(∗) mesons (denoted
fakes). The sub-dominant contributions arise from two
sources in which D∗ mesons from both Bsig and Btag

are correctly reconstructed. One source is B → D∗∗#ν!,
where the D∗∗ meson decays to D(∗) and other particles.
The other source is B → XcD∗ events, where one D∗

meson is correctly reconstructed and the other charmed
meson Xc decays semileptonically. If the hadrons in the
semileptonic Xc decay are not identified, such events can
mimic signal. Similarly, events in which Xc is a D+

s me-
son decaying into τ+ντ can also mimic signal.

To separate signal and normalization events from back-
ground processes, we place a criterion on the sum of the

energies of neutral clusters detected in the ECL that are
not associated with reconstructed particles, denoted as
EECL. To mitigate the effects of photons related to beam
background in the energy sum, we only include clusters
with energies greater than 50, 100, and 150 MeV, respec-
tively, from the barrel, forward, and backward calorime-
ter regions, defined in Ref. [17]. Signal and normalization
events peak near zero in EECL, while background events
can populate a wider range as shown in Figure 2. We
require EECL to be less than 1.2 GeV.

FIG. 2. The EECL distributions for the signal (solid red cir-
cles), the normalization (open black circles), and the back-
ground (open blue triangles) taken from MC simulation,
where the EECL is defined as the sum of the energies of neu-
tral clusters detected in the ECL that are not associated with
reconstructed particles.

V. MC CALIBRATION

To improve the accuracy of the MC simulation, we ap-
ply a series of calibration factors determined from con-
trol sample measurements. The lepton identification ef-
ficiencies are separately corrected for electrons and for
muons to account for differences between the detector
responses in data and MC. Correction factors for lep-
ton identification efficiencies are evaluated as a func-
tions of the momentum and direction of the lepton us-
ing e+e− → e+e−#+#− and J/ψ → #+#− decays. We
reweight events to account for differing D(∗) yields be-
tween data and MC.
The differing yields of correctly reconstructed D(∗)

mesons in data and MC affect the R(D∗) measure-
ment, as it biases the determination of the background
contribution. Calibration factors for events with both
correctly- and falsely-reconstructed D mesons are es-
timated for each D meson decay mode using a two-
dimensional fit to MD. For this calibration, we use sam-

Signal

Normalization

𝒪BDT

EECL

Signal

Normalization

Backgrounds

In case you are wondering how a cosine can be outside [-1,1]: it’s because the reconstruction 
uses measured energies and the definition assumes only a single missing neutrino
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FIG. 3. EECL fit projections and data points with statistical uncertainties in the D⇤+`� (top) and D⇤0`� (bottom) samples,
are shown for the full classifier region (left) and the signal region defined by the selection class > 0.9 (right).
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FIG. 3. EECL fit projections and data points with statistical uncertainties in the D⇤+`� (top) and D⇤0`� (bottom) samples,
are shown for the full classifier region (left) and the signal region defined by the selection class > 0.9 (right).
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momentum and direction using e+e� ! e+e�`+`� and
J/ ! `+`� decays.

We reweight events to account for di↵ering yields of
misreconstructed D(⇤) between data and MC simula-
tions. The calibration factor for the fake charm correc-
tion is provided by the ratio of 2D histograms of class vs.
EECL for the �M sideband of data and MC events. In
order to correct for the di↵erence in Btag reconstruction
e�ciencies between data and MC simulations, we build
PDFs of correctly reconstructed and misreconstructed
Btag candidates using MC samples, and perform a fit
to data. The ratios between the measured and expected
yields provide the Btag calibration factors. To validate
the fit procedure, we perform fits to multiple subsets of
the available MC samples. We do not find any bias with
the evaluation of the statistical uncertainties.

V. SYSTEMATIC UNCERTAINTIES

To estimate various systematic uncertainties contribut-
ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the pa-
rameter’s value and uncertainty. Then we repeat the fit
and estimate the associated systematic uncertainty from
the standard deviation of the resulting distribution. The
systematic uncertainties are summarized in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D⇤⇤`⌫` channels and the decays of the D⇤⇤ mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty due to B ! D⇤⇤`⌫`
decays. The uncertainties on the branching fraction of
B ! D⇤⇤`⌫` are assumed to be ±6% for D1, ±10% for
D⇤

2 , ±83% for D0
1, and ±100% for D⇤

0 , while the uncer-
tainties on each of the D⇤⇤ decay branching fractions are
conservatively assumed to be ±100%.

The e�ciency factors for the fake D(⇤) and Btag recon-
struction are calibrated using collision data. The uncer-
tainties on these factors is a↵ected by the size of the sam-
ples used in the calibration. We vary the factors within
their errors and extract associated systematic uncertain-
ties.

The reconstruction e�ciency of feed-down events, to-
gether with the e�ciency ratio of signal to normalization
events, are varied within their uncertainties, which are
limited by the size of MC samples.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-
cel out in the R(D(⇤)) ratios. This is due to the dif-
ferent momentum spectra of leptons and charm mesons
in the normalization and signal modes. The uncertain-
ties introduced by these factors are included in the total
systematic uncertainty.

A large systematic uncertainty arises from the limited
size of MC samples. To estimate it, we recalculate PDFs
for signal, normalization, fake D(⇤) events, B ! D⇤⇤`⌫`,
feed-down, and other backgrounds by generating toy MC

TABLE I. Systematic uncertainties contributing to the
R(D(⇤))results.

Source �R(D) (%) �R(D⇤) (%)
D⇤⇤ composition 0.76 1.41
Fake D(⇤) calibration 0.19 0.11
Btag calibration 0.07 0.05
Feed-down factors 1.69 0.44
E�ciency factors 1.93 4.12
Lepton e�ciency and fake rate 0.36 0.33
Slow pion e�ciency 0.08 0.08
MC statistics 4.39 2.25
B decay form factors 0.55 0.28
Luminosity 0.10 0.04
B(B ! D(⇤)`⌫) 0.05 0.02
B(D) 0.35 0.13
B(D⇤) 0.04 0.02
B(⌧� ! `�⌫̄`⌫⌧ ) 0.15 0.14
Total 5.21 4.94

samples from the nominal PDFs according to a Poisson
statistics, and then repeat the fit with the new PDFs.
We include minor systematic contributions from other

sources: one related to the parameters that are used for
reweighting the semileptonic B decays from the ISGW to
LLSW model; and the others from the integrated lumi-
nosity and the branching fractions of B ! D(⇤)`⌫, D,D⇤

and ⌧� ! `�⌫̄`⌫⌧ decays [26]. The total systematic un-
certainty is estimated by summing the aforementioned
contributions in quadrature.

VI. RESULTS

Our results are:

R(D) = 0.307± 0.037± 0.016 (4)

R(D⇤) = 0.283± 0.018± 0.014, (5)

where the first uncertainties are statistical, and the sec-
ond are systematic. The same ordering of uncertainties
holds for all following results. The statistical correlation
between the quoted R(D) and R(D⇤) values is �0.53,
while the systematic correlation is �0.52. The dataset
used in this measurement includes the one used for the
previous R(D⇤+) result from Belle [13], which is consis-
tent with this measurement. Being statistically corre-
lated, the earlier measurement should not be averaged
with this one, which combines R(D⇤+) and R(D⇤0). A
breakdown of electron and muon channels yields R(D) =
0.281± 0.042± 0.017, R(D⇤) = 0.304± 0.022± 0.016 for
the first case, andR(D) = 0.373±0.068±0.030, R(D⇤) =
0.245±0.035±0.020 for the second case. All fitted yields
are listed in Table II. The EECL and class projections
of the fit are shown in Figures 2, 3, 4, 5. The 2D com-
bination of the R(D) and R(D⇤) results of this analy-
sis, together with the most recent Belle results on R(D)
and R(D⇤) ([12, 14]) obtained using a hadronic tag, are

Most precise measurement to date
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‣ Decay angles of 𝝉→𝜋ν and 𝝉→𝝆ν encode 
𝝉-polarisation, sensitive to NP!

Calcula&on	of	cosΘhel	for	B	à	D*	τν, τ à ρν	

 ν2      τ [W]												ρ [W] 	 	 	 	 							ρ [τ]	
					;							\																				.																					 	 	 										/	
								;						\															.																							 	 	 								/	
											;					\										.			 																		 	 	 						/	
														;				\						.				theta																							 												/		theta_hel	

					------------		W			---------->		 	 						------	tau	-------------->	
																									\ 	 	 	 	 							 								/	
																			 				\																			 	 					 						/	
																						 						\																				 	 	 				/	
																															\			ν1																																/  ν2	
										W	rest	frame	 	 															τ rest	frame	
	

theta	refers	to	the	angle	of	the	rho	in	the	W	rf,	only	the	absolute	
value	of	the	tau	momentum	is	known,	not	its	direc&on!		
The	helicity	angle	theta_hel	is		the	angle	of	the	rho	in	the	tau	rf	

12/10/16	 2	

Nice Illustration 

from V. Luth

✓ Need to reconstruct helicity angle, but 
a-priorio 𝝉-restframe not accessible 

✓ Luckily there is a relation between  
<(𝝉h) in 𝝉ν-frame and this angle

‣ Hadronic tagging essential to reconstruct this frame
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Nice Illustration 

from V. Luth

✓ Need to reconstruct helicity angle, but 
a-priorio 𝝉-restframe not accessible 

✓ Luckily there is a relation between  
<(𝝉h) in 𝝉ν-frame and this angle

‣ Signal extraction via EECL (unassigned energy in the calorimeter) and in 
two bins of helicity angle cosΘhel with binned likelihood fit

EECL

Signal

Backgrounds
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is determined from a comparison of the data and
the MC sample in the �M sideband regions.

E. Measurement Method of R(D⇤) and P⌧ (D
⇤)

We use the following variables to measure yields of the
signal and the normalization modes. For the normaliza-
tion mode, M

2
miss is the most suitable variable due to

its high purity. On the other hand, the shape of the
M

2
miss distribution for the signal mode has a strong cor-

relation with P⌧ (D⇤). To measure the signal yield, we
use EECL because it has a small correlation to P⌧ (D⇤)
and provides good discrimination between the signal and
the background modes.

The value of R(D⇤) is measured using the formula

R(D⇤) =
✏
j
normN

ij
sig

Bi
⌧ ✏

ij
sigN

j
norm

, (10)

where B
i
⌧ denotes the branching fraction of ⌧ , and ✏

ij
sig

and ✏
j
norm (N ij

sig and N
j
norm) are the e�ciencies (the ob-

served yields) for the signal and the normalization modes,
respectively. The indices i and j represent the ⌧ decays
(⌧� ! ⇡

�
⌫⌧ or ⇢�⌫⌧ ) and the B charges (charged B or

neutral B), respectively. Assuming isospin symmetry, we
use R(D⇤) = R(D⇤0) = R(D⇤+).

The value of P⌧ (D⇤) is determined using the formula

P⌧ (D
⇤) =

2

↵i

N
Fij
sig �N

Bij
sig

N
Fij
sig +N

Bij
sig

, (11)

where N
F (B)ij
sig denotes the signal yield in the region

cos ✓hel > (<) 0 and satisfies N
Fij
sig +N

Bij
sig = N

ij
sig. This

formula is obtained by calculating

N
Fij
sig = N

ij
sig

Z 1

0

d�ij(D(⇤))

d cos ✓hel
d cos ✓hel, (12)

N
Bij
sig = N

ij
sig

Z 0

�1

d�ij(D(⇤))

d cos ✓hel
d cos ✓hel. (13)

The di↵erential decay rate d�ij(D(⇤))/d cos ✓hel is given
by Eq. 3. As with R(D⇤), we use the common parameters
P⌧ (D⇤) = P⌧ (D⇤0) = P⌧ (D⇤+).

Due to detector e�ciency e↵ects, the measured po-
larization, P

raw
⌧ (D⇤), is biased from the true value of

P⌧ (D⇤). To correct for this bias, we form a linear func-
tion that maps P⌧ (D⇤) to P

raw
⌧ (D⇤) using several MC

sets with di↵erent P⌧ (D⇤). This function, denoted the
P⌧ (D⇤) correction function, is separately prepared for
each ⌧ sample since the detector bias depends on the
given ⌧ mode. We also make a P⌧ (D⇤) correction func-
tion for the ⇢ $ ⇡ cross feed component to take into
account the distortion of the cos ✓hel distribution shape.
In the P⌧ (D⇤) correction, other kinematic distributions
are assumed to be consistent with the SM predictions.

V. BACKGROUND CALIBRATION AND PDF
VALIDATION

To use the MC distributions as histogram PDFs, the
MC simulation needs to be verified using calibration data
samples. In this section, the calibration of the PDF
shapes is discussed.

A. Signal PDF Shape

To validate the EECL shape of the signal component,
we use the normalization mode as the control sample.
It has similar EECL properties to the signal component;
there is no extra photon from the Bsig decay except for
bremsstrahlung photons, and therefore the EECL shape is
mostly determined by the background photons. The nor-
malization sample contains about 50 times more events
than the expected signal yield. Figure 3 shows a compar-
ison of EECL between data and MC simulation. The pull
of each bin is shown in the bottom panel; hereinafter, the
pull in the ith bin is defined as

Pulli =
N

i
data �N

i
MCp

(�i
data)

2 + (�i
MC)

2
, (14)

where N
i
data(MC) and �

i
data(MC) denote the number of

events and the statistical error, respectively, in the ith
bin of the data (MC) distribution. The fake D

⇤ yield is
scaled based on the calibration discussed in the next sec-
tion. Since the contribution from the other background
components is negligibly small, it is fixed to the MC ex-
pectation. The ECL shape in the MC sample agrees well
with the data within statistical uncertainty.

B. Fake D⇤ Events

One of the most significant background components
arises from fake D

⇤ candidates. The combinatorial fake
D

⇤ background processes are di�cult to model precisely
in the MC simulation. The EECL shapes for the data and
the MC sample are compared using�M sideband regions
of 50–500 MeV, 135–190 MeV, 135–190 MeV, and 140–
500 MeV for D

⇤0
! D

0
�, D⇤0

! D
0
⇡
0, D⇤+

! D
+
⇡
0,

and D
⇤+

! D
0
⇡
+, respectively; each excludes about

±4� around the �M peak. These sideband regions con-
tain 5 to 50 times more events than the signal region.
Figure 4(a) shows the comparison of the EECL shapes.
Although all the D

⇤ and ⌧ modes are combined in these
figures, the EECL shape has been compared in 16 sub-
samples of B modes, D⇤ modes, ⌧ modes, and the two
cos ✓hel regions. We find good agreement of the EECL

shape within the statistical uncertainty of these mass
sideband data samples. We also check the cos ✓hel distri-
bution in the�M sideband region, as shown in Figs. 4(b)
and 4(c). The cos ✓hel distribution in the MC simulation

Normalisation: B→D*𝓁ν

8

is determined from a comparison of the data and
the MC sample in the �M sideband regions.

E. Measurement Method of R(D⇤) and P⌧ (D
⇤)

We use the following variables to measure yields of the
signal and the normalization modes. For the normaliza-
tion mode, M

2
miss is the most suitable variable due to

its high purity. On the other hand, the shape of the
M

2
miss distribution for the signal mode has a strong cor-

relation with P⌧ (D⇤). To measure the signal yield, we
use EECL because it has a small correlation to P⌧ (D⇤)
and provides good discrimination between the signal and
the background modes.

The value of R(D⇤) is measured using the formula

R(D⇤) =
✏
j
normN

ij
sig

Bi
⌧ ✏

ij
sigN

j
norm

, (10)

where B
i
⌧ denotes the branching fraction of ⌧ , and ✏

ij
sig

and ✏
j
norm (N ij

sig and N
j
norm) are the e�ciencies (the ob-

served yields) for the signal and the normalization modes,
respectively. The indices i and j represent the ⌧ decays
(⌧� ! ⇡

�
⌫⌧ or ⇢�⌫⌧ ) and the B charges (charged B or

neutral B), respectively. Assuming isospin symmetry, we
use R(D⇤) = R(D⇤0) = R(D⇤+).

The value of P⌧ (D⇤) is determined using the formula

P⌧ (D
⇤) =

2

↵i

N
Fij
sig �N

Bij
sig

N
Fij
sig +N

Bij
sig

, (11)

where N
F (B)ij
sig denotes the signal yield in the region

cos ✓hel > (<) 0 and satisfies N
Fij
sig +N

Bij
sig = N

ij
sig. This

formula is obtained by calculating

N
Fij
sig = N

ij
sig

Z 1

0

d�ij(D(⇤))

d cos ✓hel
d cos ✓hel, (12)

N
Bij
sig = N

ij
sig

Z 0

�1

d�ij(D(⇤))

d cos ✓hel
d cos ✓hel. (13)

The di↵erential decay rate d�ij(D(⇤))/d cos ✓hel is given
by Eq. 3. As with R(D⇤), we use the common parameters
P⌧ (D⇤) = P⌧ (D⇤0) = P⌧ (D⇤+).

Due to detector e�ciency e↵ects, the measured po-
larization, P

raw
⌧ (D⇤), is biased from the true value of

P⌧ (D⇤). To correct for this bias, we form a linear func-
tion that maps P⌧ (D⇤) to P

raw
⌧ (D⇤) using several MC

sets with di↵erent P⌧ (D⇤). This function, denoted the
P⌧ (D⇤) correction function, is separately prepared for
each ⌧ sample since the detector bias depends on the
given ⌧ mode. We also make a P⌧ (D⇤) correction func-
tion for the ⇢ $ ⇡ cross feed component to take into
account the distortion of the cos ✓hel distribution shape.
In the P⌧ (D⇤) correction, other kinematic distributions
are assumed to be consistent with the SM predictions.

V. BACKGROUND CALIBRATION AND PDF
VALIDATION

To use the MC distributions as histogram PDFs, the
MC simulation needs to be verified using calibration data
samples. In this section, the calibration of the PDF
shapes is discussed.

A. Signal PDF Shape

To validate the EECL shape of the signal component,
we use the normalization mode as the control sample.
It has similar EECL properties to the signal component;
there is no extra photon from the Bsig decay except for
bremsstrahlung photons, and therefore the EECL shape is
mostly determined by the background photons. The nor-
malization sample contains about 50 times more events
than the expected signal yield. Figure 3 shows a compar-
ison of EECL between data and MC simulation. The pull
of each bin is shown in the bottom panel; hereinafter, the
pull in the ith bin is defined as

Pulli =
N

i
data �N

i
MCp

(�i
data)

2 + (�i
MC)

2
, (14)

where N
i
data(MC) and �

i
data(MC) denote the number of

events and the statistical error, respectively, in the ith
bin of the data (MC) distribution. The fake D

⇤ yield is
scaled based on the calibration discussed in the next sec-
tion. Since the contribution from the other background
components is negligibly small, it is fixed to the MC ex-
pectation. The ECL shape in the MC sample agrees well
with the data within statistical uncertainty.

B. Fake D⇤ Events

One of the most significant background components
arises from fake D

⇤ candidates. The combinatorial fake
D

⇤ background processes are di�cult to model precisely
in the MC simulation. The EECL shapes for the data and
the MC sample are compared using�M sideband regions
of 50–500 MeV, 135–190 MeV, 135–190 MeV, and 140–
500 MeV for D

⇤0
! D

0
�, D⇤0

! D
0
⇡
0, D⇤+

! D
+
⇡
0,

and D
⇤+

! D
0
⇡
+, respectively; each excludes about

±4� around the �M peak. These sideband regions con-
tain 5 to 50 times more events than the signal region.
Figure 4(a) shows the comparison of the EECL shapes.
Although all the D

⇤ and ⌧ modes are combined in these
figures, the EECL shape has been compared in 16 sub-
samples of B modes, D⇤ modes, ⌧ modes, and the two
cos ✓hel regions. We find good agreement of the EECL

shape within the statistical uncertainty of these mass
sideband data samples. We also check the cos ✓hel distri-
bution in the�M sideband region, as shown in Figs. 4(b)
and 4(c). The cos ✓hel distribution in the MC simulation
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FIG. 10. Comparison of our result (star for the best-fit value
and 1�, 2�, 3� contours) with the SM prediction (triangle).
The white region corresponds to > 3�. The shaded vertical
band shows the world average as of early 2016 [20].

R(D*)
0.15 0.2 0.25 0.3 0.35

PRD 92, 072014 (2015)
ννl→τHadronic tag, 

 0.015± 0.038 ±   0.293 

PRD 94, 072007 (2016)
ννl→τSL tag, 

 0.011± 0.030 ±   0.302 

PRL 118. 211801 (2017)
νh→τHadronic tag, 

-0.025
+0.028 0.035 ±   0.270 

Belle Average
 0.012± 0.020 ±   0.292 

FIG. 11. Summary of the R(D⇤) measurements based on the
full data sample of Belle and their average. The inner (outer)
error bars show the statistical (total) uncertainty. The shaded
band is the world average as of early 2016 [20] while the white
band is the SM prediction [23]. On each measurement, the
tagging method and the choice of the ⌧ decay are indicated,
where “SL tag” is the semileptonic tag and h in the ⌧ decay
denotes a hadron h = ⇡ or ⇢.

0.012(syst). In this average, correlation in the uncertain-
ties arising from background semileptonic B decays is
taken into account and other uncertainties are regarded
as independent. The relative error in the average R(D⇤)
is 7.5%, which is the most precise result by a single ex-
periment. Compared to the SM prediction [23], the esti-
mated value is 1.7� higher. Including R(D) measured by
Belle [13], compatibility with the SM predictions is 2.5�,
corresponding to a p-value of 0.042.

IX. CONCLUSION

We report the measurement of R(D⇤) with hadronic ⌧
decay modes ⌧

�
! ⇡

�
⌫⌧ and ⌧

�
! ⇢

�
⌫⌧ , and the first

measurement of P⌧ (D⇤) in the decay B̄ ! D
⇤
⌧
�
⌫̄⌧ , using

772⇥ 106 BB̄ data accumulated with the Belle detector.
Our results are

R(D⇤) = 0.270± 0.035(stat)+0.028
�0.025(syst), (21)

P⌧ (D
⇤) = �0.38± 0.51(stat)+0.21

�0.16(syst), (22)

which are consistent with the SM predictions. The result
excludes P⌧ (D⇤) > +0.5 at 90% C.L. This is the first
measurement of the ⌧ polarization in the semitaounic de-
cays, providing a new dimension in the search for NP in
semitauonic B decays.
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ing pairs of photons with an invariant mass ranging from
500 to 600 MeV/c2. We then extract the calibration
sample yield with the signal-side energy di↵erence �E

sig

or the beam-energy-constrained mass M sig
bc in the region

q
2
> 4 GeV2

/c
2 and | cos ✓hel| < 1. To calculate cos ✓hel,

we assume that (one of) the charged pion(s) is the ⌧

daughter. We use a ratio of the yield in the data to that
in the MC as the yield scale factor. If there is no observed
event in the calibration sample, we assign a 68% confi-
dence level upper limit on the scale factor. The above
calibrations cover about 80% of the hadronic B back-
ground. For the remaining B decay modes, we assume
100% uncertainty on the MC expectation.

In the signal extraction, we consider three B̄ !

D
⇤
⌧
�
⌫̄⌧ components: (i) the “signal” component con-

tains correctly-reconstructed signal events, (ii) the “⇢ $

⇡ cross feed” component contains events where the de-
cay ⌧

�
! ⇢

�(⇡�)⌫⌧ is reconstructed as ⌧� ! ⇡
�(⇢�)⌫⌧ ,

(iii) the “other ⌧ cross feed” component contains events
with other ⌧ decays such as ⌧

�
! µ

�
⌫̄µ⌫⌧ and ⌧

�
!

⇡
�
⇡
0
⇡
0
⌫⌧ . The relative contributions are fixed based

on the MC. We relate the signal yield and R(D⇤) as
R(D⇤) = (✏normNsig)/(B⌧ ✏sigNnorm), where B⌧ denotes
the branching fraction of ⌧

�
! ⇡

�
⌫⌧ or ⌧

�
! ⇢

�
⌫⌧ ,

and ✏sig and ✏norm (Nsig and Nnorm) are the e�ciencies
(the observed yields) for the signal and the normaliza-
tion mode. Using the MC, the e�ciency ratio ✏norm/✏sig

of the signal component in the B
� (B̄0) sample is esti-

mated to be 0.97± 0.02 (1.21± 0.03) for the ⌧
�
! ⇡

�
⌫⌧

mode and 3.42 ± 0.07 (3.83 ± 0.12) for the ⌧
�

! ⇢
�
⌫⌧

mode, where the quoted errors arise from MC statistical
uncertainties. The larger e�ciency ratio for the B̄0 mode
is due to the significant q

2 dependence of the e�ciency
in the D

⇤+
! D

0
⇡
+ mode. For P⌧ (D⇤), we divide the

signal sample into two regions cos ✓hel > 0 (forward) and
cos ✓hel < 0 (backward). The value of P⌧ (D⇤) is then pa-
rameterized as P⌧ (D⇤) = [2(NF

sig�N
B
sig)]/[↵(N

F
sig+N

B
sig)],

where the superscript F (B) denotes the signal yield in
the forward (backward) region. The detector bias on
P⌧ (D⇤) is taken into account with a linear function that
relates the true P⌧ (D⇤) to the extracted P⌧ (D⇤) (P⌧ (D⇤)
correction function), determined using several MC sets
with di↵erent P⌧ (D⇤) values. Here, other kinematic dis-
tributions are assumed to be consistent with the SM pre-
diction.
We categorize the background into four components.

The “B̄ ! D
⇤
`
�
⌫̄`” component contaminates the signal

sample due to the misassignment of the lepton as a pion.
We fix the B̄ ! D

⇤
`
�
⌫̄` background yield from the fit

to the normalization sample. For the “B̄ ! D
⇤⇤
`
�
⌫̄`

and hadronic B decay” component, we combine all the
modes into common yield parameters. One exception is
the decay into two D mesons such as B̄ ! D

⇤
D

⇤�
s and

B̄ ! D
⇤
D̄

(⇤)
K

�. Since these decays are experimentally
well measured, we fix their yields based on the world-
average branching fractions [47]. The yield of the “fake
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FIG. 1. Fit result to the signal sample (all the eight samples
are combined). The main panel and the sub panel show the
EECL and the cos ✓hel distributions, respectively. The red-
hatched “⌧ cross feed” combines the ⇢ $ ⇡ cross-feed and
the other ⌧ cross-feed components.

D
⇤” component is fixed from a comparison of the data

and the MC in the �M sideband regions. The contri-
bution from the continuum e

+
e
�

! qq̄ process is only
O(0.1%). We therefore fix the yield using the MC expec-
tation.
We then conduct an extended binned maximum like-

lihood fit in two steps; we first perform a fit to the
normalization sample to determine its yield, and then
a simultaneous fit to eight signal samples (B�

, B̄
0) ⌦

(⇡�
⌫⌧ , ⇢

�
⌫⌧ ) ⌦ (backward, forward). In the fit, R(D⇤)

and P⌧ (D⇤) are common fit parameters, while the “B̄ !

D
⇤⇤
`
�
⌫̄` and hadronic B” yields are independent among

the eight signal samples. The fit result is shown in Fig. 1.
The obtained signal and normalization yields forB� (B̄0)
mode are, respectively, 210± 27 (88± 11) and 4711± 81
(2502± 52), where the errors are statistical.
The most significant systematic uncertainty arises from

the hadronic B decay composition (+7.7
�6.9%,

+0.13
�0.10), where

the first (second) value in the parentheses is the rela-
tive (absolute) uncertainty in R(D⇤) (P⌧ (D⇤)). The lim-
ited MC sample size used in the analysis introduces sta-
tistical fluctuations on the PDF shapes (+4.0

�2.8%,
+0.15
�0.11).

The uncertainties arising from the semileptonic B de-
cays are (±3.5%,±0.05). The fake D

⇤ background,
which dominates in this analysis, causes uncertainties
of (±3.4%,±0.02). Other uncertainties arise from the
reconstruction e�ciencies for the ⌧ daughter and the
charged lepton, the signal and normalization e�cien-
cies, the choice of the number of bins in the fit, the
⌧ branching fractions and the P⌧ (D⇤) correction func-
tion parameters. These systematic uncertainties account
for (±2.2%,±0.03). In addition, since we fix part of
the background yield, we need to consider the impact
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
B ! D

⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem

~0.6 σ ~0.8 σ

SM

LHCb

Belle

ℛ(D(*))
ℛ(D(*))SM
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correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
B ! D

⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).
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l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D
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is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D
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`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem

Note that there is a difference in stat. coverage for the 2D 

(39.3%) versus 1D measurements (68.3%)
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).
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l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D
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is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D
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`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).
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l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D
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`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem

See also: https://hflav-eos.web.cern.ch/hflav-eos/semi/spring19/html/RDsDsstar/RDRDs.html

ℛ(D*)SM = 0.258 ± 0.005
ℛ(D)SM = 0.299 ± 0.003

More Recent SM Calculations:


BaBar B->D* 

https://arxiv.org/abs/1903.10002

- R(D*)=0.253+-0.005


Gambino, Jung, Schacht  using Belle 2019 data

https://arxiv.org/abs/1905.08209

- R(D*)=0.254 +0.007 -0.006


Bordone, Jung, van Dyk using Belle 2019 data

https://arxiv.org/abs/1908.09398

- RD=297+-0.003, RD*=0.250+-0.003


HFLAV arithmetic average

of SM Calculations


FB, M. Sevilla, D. Robinson, G. Wormser

[Rev. Mod. Phys. 94, 015003,arXiv:2101.08326]
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F. U. Bernlochner, et. al. Phys. Rev. D99 (2019) 055008

Compatible with SM (~1σ)

▸ Additional measurements and additional 
observables even more important!

▸ See Guy Wormser’s talk, Tue 2PM
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Compatible with SM (~1σ)

▸ Additional measurements and additional 
observables even more important!

▸ See Guy Wormser’s talk, Tue 2PM
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The tools are in place

responding to the mass of the ⌥ (4S) resonance. The energies of the electron and positron
beams are 7GeV and 4GeV, respectively, resulting in a boost of �� = 0.28 of the CM frame
relative to the lab frame. The integrated luminosity of the data is 34.6 fb�1. In addition, a
smaller sample of 3.23 fb�1 o↵-resonance data was collected at a CM energy of 10.52 GeV.

The analysis utilises several samples of simulated events. These include a sample of
e+e� ! (⌥ (4S) ! BB̄) with generic B-meson decays, generated with EvtGen [5], and
corresponding to an integrated luminosity of 100 fb�1. A 100 fb�1 sample of continuum
e+e� ! qq̄ (q = u, d, s, c) is simulated with KKMC [6] interfaced with PYTHIA [7]. All
data samples were analyzed (and, for Monte Carlo (MC) events, generated and simulated)
in the basf2 [8] framework.

3. THE ALGORITHM

The Full Event Interpretation employs a hierarchical reconstruction of exclusive B meson
decay chains, in which each unique decay channel of a particle has its own designated
multivariate classifier. The algorithm utilises several stages of reconstruction, which are
shown in Fig. 1. The algorithm starts by selecting candidates for stable particles, which
include muons, electrons, pions, kaons, protons and photons, from tracks and EM clusters
in the event. Subsequently, the algorithm carries out several stages of reconstruction of
intermediate particles such as ⇡0, K0

S, J/ , D and D⇤ mesons and, in addition, ⌃, ⇤ and ⇤c

baryons. The addition of baryonic modes is a recent extension of the algorithm. Intermediate
particles are reconstructed in specific decay modes from a combination of stable and other
intermediate particle candidates. The final stage of the algorithm reconstructs the B+ and
B0 mesons in 36 (8) and 31 (8) hadronic (semileptonic) modes.
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FIG. 1. The stages of reconstruction employed by Full Event Interpretation.

Each stage consists of pre-reconstruction and post-reconstruction steps. In the pre-
reconstruction step, candidates for particles are reconstructed, an inital pre-selection is ap-
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(a)
(b)

FIG. 2. (a) Comparison of the distribution of logPtag in early Belle II data to the shape expectation

from simulation. Here, logPtag is the logarithm of the tag-side B+
meson classifier output, Ptag.

Reference selection criteria of Ptag > 0.1 and Ptag > 0.5 are illustrated. (b) Fits to the beam-

constrained-mass, Mbc, distribution of reconstructed B+
(top) and B0

(bottom) tag-side B mesons

in data. A looser selection criteria of Ptag > 0.1 (left) and a tighter selection criteria of Ptag > 0.5
(right) are applied on the B meson classifier Ptag to select samples with di↵erent levels of purity.

plied and a best candidate selection is made on a discriminating variable. Subsequently, in
the post-reconstruction step, vertex fits are performed where applicable, pre-trained classi-
fiers are applied and a best-candidate selection is made on the classifier output. Classifiers
for stable particles utilise kinematic and particle identification information as features; mean-
while, intermediate and B classifiers utilise the kinematic information from all daughters,
daughter classifier outputs and information from vertex fits as features.

The algorithm requires a training procedure, in which all of the particle classifiers are
trained. For the calibration studies performed here, the training was performed on simulated
⌥ (4S) ! BB̄ events corresponding to an integrated luminosity of 100 fb�1. The training of
the algorithm utilises an equivalent reconstruction procedure to produce training datasets
for each particle decay channel classifier.

Subsequently, the tag-side B classifier, Ptag, can be used to select a pure sample of
correctly reconstructed tag-side B mesons. This is demonstrated in Fig. 2, which shows

fits to the beam constrained mass distribution, Mbc =
q
E2

beam � (pCM
tag )

2, for reconstructed

tag-side B0 and B+ mesons, for selections requiring Ptag to be greater than 0.1 and 0.5. The
contribution from correctly reconstructed tag-side B mesons is parametrised by a Crystal
Ball function [9]; backgrounds from e+e� ! qq̄ and incorrectly reconstructed B mesons
are modelled with an Argus function [10]. By applying a tighter selection on the classifier
output, a higher purity sample of tag-side B mesons can be selected with the sacrifice of a
lower tag-side e�ciency, which is proportional to the yield of correctly reconstructed tag-side
B mesons.
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fiers are applied and a best-candidate selection is made on the classifier output. Classifiers
for stable particles utilise kinematic and particle identification information as features; mean-
while, intermediate and B classifiers utilise the kinematic information from all daughters,
daughter classifier outputs and information from vertex fits as features.

The algorithm requires a training procedure, in which all of the particle classifiers are
trained. For the calibration studies performed here, the training was performed on simulated
⌥ (4S) ! BB̄ events corresponding to an integrated luminosity of 100 fb�1. The training of
the algorithm utilises an equivalent reconstruction procedure to produce training datasets
for each particle decay channel classifier.

Subsequently, the tag-side B classifier, Ptag, can be used to select a pure sample of
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Ball function [9]; backgrounds from e+e� ! qq̄ and incorrectly reconstructed B mesons
are modelled with an Argus function [10]. By applying a tighter selection on the classifier
output, a higher purity sample of tag-side B mesons can be selected with the sacrifice of a
lower tag-side e�ciency, which is proportional to the yield of correctly reconstructed tag-side
B mesons.
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4. SELECTION

The selection process begins by requiring that there is at most one tag-side B meson
candidate in each event. This is achieved by selecting the tag-side candidate with the high-
est tag-side B classifier output, Ptag. For correctly reconstructed tags, the beam energy
di↵erence, �E, should peak around 0 with some mode-dependent resolution, which is asym-
metric with a skew towards lower values for modes containing ⇡0 ! �� decays. Therefore, an
asymmetric requirement of �0.15 < �E < 0.1 GeV is placed on the beam energy di↵erence.
To reduce background from e+e� ! qq̄ events, a requirement on the event-level-normalised
second Fox-Wolfram moment to be less than 0.3 is made. Fig. 3 shows a breakdown of
the Mbc distribution in data into several categories of tag-side decay mode after the above
selection and the loose purity requirement that Ptag > 0.01. The dominant tag-side decay
mode categories are D⇡, D⇤⇡, Dn⇡ and D⇤n⇡. The recently added baryonic modes result
in a small increase in the tag-side e�ciency, boosting the number of correctly reconstructed
tag-side B mesons by roughly 3% (2%) for tag-side B+ (B0) mesons. The final selection
applied to the tag-side candidate, is a requirement that Mbc is greater than 5.27 GeV/c2,
which selects the region containing correctly reconstructed tag-side B mesons as can be seen
in Fig. 2.

FIG. 3. Contribution of di↵erent tag-side decay modes to the Mbc distribution in data for B+

(left) and B0
(right) parents for Ptag > 0.01. Contributions from the newly added baryonic modes

can also be seen.

After the tag-side selection, the signal-side selection is applied. In particular, a lepton
is selected with p⇤` > 1 GeV/c, where p⇤` refers to the momentum of the lepton in the rest
frame of the signal-side B meson, which can be determined using the four-momentum of
the recoiling tag-side B meson. The distance of closest approach between each track and
the interaction point is required to be less than 2 cm along the z direction (parallel to the
beams) and less than 0.5 cm in the transverse r�� plane. Particle identification information
from several sub-detectors, including Cherenkov time of propagation (TOP), Aerogel ring
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fiers are applied and a best-candidate selection is made on the classifier output. Classifiers
for stable particles utilise kinematic and particle identification information as features; mean-
while, intermediate and B classifiers utilise the kinematic information from all daughters,
daughter classifier outputs and information from vertex fits as features.

The algorithm requires a training procedure, in which all of the particle classifiers are
trained. For the calibration studies performed here, the training was performed on simulated
⌥ (4S) ! BB̄ events corresponding to an integrated luminosity of 100 fb�1. The training of
the algorithm utilises an equivalent reconstruction procedure to produce training datasets
for each particle decay channel classifier.

Subsequently, the tag-side B classifier, Ptag, can be used to select a pure sample of
correctly reconstructed tag-side B mesons. This is demonstrated in Fig. 2, which shows
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contribution from correctly reconstructed tag-side B mesons is parametrised by a Crystal
Ball function [9]; backgrounds from e+e� ! qq̄ and incorrectly reconstructed B mesons
are modelled with an Argus function [10]. By applying a tighter selection on the classifier
output, a higher purity sample of tag-side B mesons can be selected with the sacrifice of a
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Exclusive Measurements of |Vub| and |Vcb|

Measuring |Vcb| from B0 ! D⇤�`+⌫` (` = e, µ)

d�
dw

/ F
2(w)|Vcb|

2⌘2
EW

w =
(m2

B +m2
D(⇤) � q2)

2mBmD(⇤)

Under HQET a single form
factor F2(w)

F
2(w) parametrised by F (1),

⇢2, R1(1) and R2(1)
CLN param. [Nucl. Phys. B530, 153 (1998)]

⌥(4S)

B0
tag✏D⇤+e�⌫̄ ⇠ 0.1%

B̄0

D
0

K
�

⇡+

D
⇤+

⇡+

`�

⌫̄l

e+e�

measure ⌘EWF (1)|Vcb| and ⇢2.

M2
miss = (pe+e� � pBtag � p` � pD⇤)2

q2 = (pe+e� � pBtag � pD⇤)2

William Sutcli↵e on behalf of Belle II Semileptonic B decays at Belle II 14 March 2022, Moriond EW 6 / 12

FIG. 3. Two versions of EECL are shown: (left) is the version applying detector region dependent

energy selection criteria, (right) shows the impact of using a BDT to identify neutral energy

depositions from beam background processes. It is based on shower shape variables and the detector

region of the reconstructed neutral cluster.

are denoted as EECL. For correctly reconstructed Bsig candidates, no unassigned neutral
energy clusters are expected in the rest of the event (ROE) after the ⌥ (4S) reconstruction
and thus ideally EECL ⇠ 0. Figure 3 left shows EECL, where only neutral cluster with en-
ergy greater than 60, 30, and 90 MeV in the forward, barrel and end-cap regions of the
calorimeter, respectively, are considered. The resulting distribution for signal events has a
tail towards larger values due to unassigned KL and beam background photons.

To suppress contributions from beam background photons, a boosted decision tree (BDT)
(using the implementation of Ref. [11]) is trained using 6 variables related to the shape of
the electromagnetic shower in the ECL These include the ratio of the energy of the central
crystal in a cluster to the summed energy of the 9x9 surrounding crystals, the lateral energy
distribution of a given cluster, the second moment of the cluster’s energy distribution, the
polar and azimuthal angle of each cluster in the ECL, and the output of a multivariate
trained on eleven Zernike moments of the cluster shower [12]. The classifier is trained using
recorded events in a control sample, where e+e� ! µ+µ� with the requirement that the
two muons are back to back. The clusters in the control sample result mainly from beam
background photons and thus are ideal for training the classifier.

The classifier is then applied to the clusters of the EECL distribution from B0 ! D⇤+`�⌫ l

signal events to evaluate their likeness to beam background photons. A loose cut is applied
to exclude clusters that are most likely from beam backgrounds and the resulting EECL is
shown in Figure 3. Both EECL distributions, before and after applying BDT selection, show
good agreement within the available event counts. EECL is a key experimental observable
to measure semileptonic or leptonic B meson decays involving ⌧ leptons.
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Estimated Belle II Sensitivities

Figure 5: Expected Belle II sensitivity for various R measurements as a function of
luminosity. The FEI acronym refers to the algorithm for reconstruction of the partner
B-meson mentioned in Sec. 3.

Regardless of the challenges associated with measuring R(X), Belle II will provide

the most precise experimental information to resolve the R(D) and R(D⇤)
anomalies.

6.2 B ! K
(⇤)
⌫⌫̄ decays

The study of flavor-changing neutral-current transitions, such as b ! s⌫⌫̄, is a keystone
of the Belle II physics program. These transitions are suppressed in the SM [58] and
only occur at higher orders in SM perturbation theory via weak-interaction amplitudes
involving the exchange of at least two gauge bosons. The absence of charged leptons in
the final state reduces the theoretical uncertainty compared to b ! s`` transitions [59].
SM branching fractions range between 2.2 ⇥ 10�6 and 8.4 ⇥ 10�6 depending on final state,
with O(10%) fractional uncertainties [59]. Decays B ! K

(⇤)
⌫⌫̄ are of particular interest

as they o↵er complementary probes of non-SM physics scenarios proposed [60] to explain
the anomalies observed in b ! s`

+
`
� transitions [61–66]. More generally, B ! K

(⇤)
⌫⌫̄

decays provide provide discriminating constraints among various non-SM extensions such
as models with leptoquarks [67, 68], axions [69], feebly interacting [70], or dark matter
particles [71, 72].

Serious experimental challenges accompany the reliability of theoretical predictions.
Final-state neutrinos leave no signature in the detector and provide no information about
the signal B meson. Indirect information is obtained by reconstructing the (non-signal)
partner B meson produced in the e

+
e

�
! ⌥ (4S) ! BB̄. Previous studies explicitly
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New Physics

4

Current Label Wilson Coe�cient, cXY Operator

SM SM 1
⇥
c̄�µPLb

⇤⇥
¯̀�µPL⌫

⇤

Vector

V_qLlL VqLlL

⇥
c̄�µPLb

⇤⇥
¯̀�µPL⌫

⇤

V_qRlL VqRlL

⇥
c̄�µPRb

⇤⇥
¯̀�µPL⌫

⇤

V_qLlR VqLlR

⇥
c̄�µPLb

⇤⇥
¯̀�µPR⌫

⇤

V_qRlR VqRlR

⇥
c̄�µPRb

⇤⇥
¯̀�µPR⌫

⇤

Scalar

S_qLlL SqLlL

⇥
c̄PLb

⇤⇥
¯̀PL⌫

⇤

S_qRlL SqRlL

⇥
c̄PRb

⇤⇥
¯̀PL⌫

⇤

S_qLlR SqLlR

⇥
c̄PLb

⇤⇥
¯̀PR⌫

⇤

S_qRlR SqRlR

⇥
c̄PRb

⇤⇥
¯̀PR⌫

⇤

Tensor
T_qLlL TqLlL

⇥
c̄�µ⌫PLb

⇤⇥
¯̀�µ⌫PL⌫

⇤

T_qRlR TqRlR

⇥
c̄�µ⌫PRb

⇤⇥
¯̀�µ⌫PR⌫

⇤

Table 1 The b ! c`⌫ operator basis and coupling conventions.
Also shown are the identifying Wilson coe�cient labels used in
Hammer. The normalization of the operators is as in Eq. (2).

gammaCombo [25] compatible class. This allows one to
use Hammer’s e�cient reweighting of histogram bins
to generate the relevant quantities required to calcu-
late a likelihood function for the binned observables
of interest. We then carry out a fully two-dimensional
binned likelihood fit in |~p

⇤
`
| and m

2
miss, assuming Gaus-

sian uncertainties. The fit uses 12⇥12 bins with equidis-
tant bin widths for |~p

⇤
`
| 2 (0.2, 2.2)GeV and m

2
miss 2

(�2, 10)GeV2. The fits determine either R(D(⇤)), or
the real and imaginary parts of Wilson coe�cients. The
preferred SM coupling is determined simultaneously, in
order to remove explicit dependence on |Vcb|.

We construct an Asimov data set [26] assuming the
fractions and total number of events in Table 2, follow-
ing from the number of events in Ref. [1, 24]. In the
scans, the total number of events corresponds to an ap-
proximate integrated luminosity of 5 ab�1 of Belle II
collisions. We assume events are reconstructed in two
categories targeting B ! D ⌧ ⌫̄ and B ! D

⇤
⌧ ⌫̄. A

fit for the real and imaginary parts of a single Wil-
son coe�cient plus the (real) SM coupling thus has
2⇥ 12⇥ 12� 3 = 285 degrees of freedom.

A sizable downfeed background from D
⇤ mesons

misreconstructed as a D is expected in the B ! D ⌧ ⌫̄

channel via both the B ! D
⇤
⌧ ⌫̄ and B ! D

⇤
`⌫̄ de-

cays. This is taken into account by partitioning the sim-
ulated B ! D

⇤
⌧⌫ and B ! D

⇤
`⌫ events into two sam-

ples: One with the correct m2
miss = (pB�pD⇤�p`)2 and

the other with the misreconstructedm
2
miss = (pB�pD�

p`)2, which omits the slow pion. This downfeed reduces
the sensitivity for the case that NP couplings induce
opposite e↵ects on the B ! D⌧ ⌫̄ versus B ! D

⇤
⌧ ⌫̄

total rates or shapes. In addition to semileptonic pro-
cesses, we assume the presence of an irreducible back-

B ! D⌧ ⌫̄ Category Fractions Events / ab�1

B ! D⌧ ⌫̄ 5.6% 800
B ! D⇤⌧ ⌫̄ 2.3% 325
B ! D`⌫̄ 49.4% 7000
B ! D⇤`⌫̄ 40.6% 5750

Irreducible background 2.0% 288

B ! D⇤⌧ ⌫̄ Category Fractions Events / ab�1

B ! D⇤⌧ ⌫̄ 5.4% 950
B ! D⇤`⌫̄ 93.0% 16500

Irreducible background 1.6% 288

Table 2 The Asimov data set components. The fractions were
motivated by Refs. [1, 24].

ground from secondaries (i.e., leptons from semileptonic
D meson decays), fake leptons (i.e., hadrons that were
misidentified as leptons) and semileptonic decays from
higher charm resonances (i.e., D

⇤⇤ states). The irre-
ducible background is modeled in a simplified manner
by assuming 10 background events in each of the 12⇥12
bins, totaling overall 1440 events per category.

Figure 1 shows the impact on the fit variables of
three benchmark models that we use to investigate the
e↵ects of new physics:

i) The R2 leptoquark model, which sets SqLlL '

8TqLlL (including RGE; see, e.g., Refs. [27, 28]);
ii) A pure tensor model, via TqLlL;
iii) A right-handed vector model, via VqRlL .

For the ratio plots in Fig. 1, we fix the NP Wilson coef-
ficients to specific values to illustrate the shape changes
they induce in |~p

⇤
`
| andm

2
miss. The R2 leptoquark model

and tensor model exhibit sizable shape changes. The
right-handed vector model shows only an overall nor-
malization change for B ! D ⌧ ⌫̄, with no change in
shape compared to the SM, because the axial-vector
B ! D hadronic matrix element vanishes by parity and
angular momentum conservation. For B ! D

⇤, both
vector and axial vector matrix elements are nonzero, so
that introducing a right-handed vector current leads to
shape and normalization changes.

Figure 2 shows the projections of the constructed
Asimov data set, as well as the distributions expected
for the three NP models. The latter have the same cou-
plings as those shown in Fig. 1.

2.3 R(D(⇤)) biases from new physics truth

Many NP analyses and global fits to the R(D(⇤)) mea-
surements – together with other potentially template-
sensitive observables, including q

2 spectra – have been
carried out by a range of phenomenological studies (see,
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surements – together with other potentially template-
sensitive observables, including q

2 spectra – have been
carried out by a range of phenomenological studies (see,

10 NP four-Fermi operators

3

di↵erent NP models. The recovered R(D(⇤)) values
are then compared to their actual NP values.

2. To demonstrate using a forward-folded analysis to
assess NP e↵ects without biases, we carry out fits
to (combinations of) NP Wilson coe�cients them-
selves, with either the SM or other NP present in
the mock measured data sets.

The setting of these analyses is a B-factory-type envi-
ronment. We focus on leptonic ⌧ decays, but the pro-
cedures and results in this work are equally adaptable
to the LHCb environment, and other ⌧ decay modes
or observables. In our example we focus on kinematic
observables important for the separation of signal from
background and normalization modes. Fits using an-
gular information may also be implemented, see e.g.
Refs. [16, 17] for an example.

We emphasize that the derived sensitivities shown
below are not intended to illustrate projections for ac-
tual experimental sensitivities per se. Such studies are
better carried out by the experiments themselves.

2.1 MC sample

The input Monte Carlo sample used for our demonstra-
tion comprises four distinct sets of 105 events: one for
each of the two signal cascades B ! D(⌧ ! e⌫⌫)⌫,
B ! (D⇤

! D⇡)(⌧ ! e⌫⌫)⌫ and for the two back-
ground processes, B ! De⌫ and B ! (D⇤

! D⇡)e⌫.
These are generated with EvtGen R01-07-00 [18], us-
ing the Belle II beam energies of 7GeV and 4GeV. The
second B meson decay, often used for identifying or
‘tagging’ the BB̄ event and constraining its kinematic
properties, are not included in the current analysis for
simplicity, but can be incorporated in a Hammer analysis
straightforwardly.

In each cascade, the b ! cl⌫ decay is generated
equidistributed in phase space (“pure phase space”),
instead of using SM distributions. This reduces the
statistical uncertainties that can otherwise arise from
reweighting regions of phase space that are undersam-
pled in the SM to NP scenarios in which they are not.2

2.2 Reweighting and fitting analysis

Hammer is used to reweight the MC samples into two-
dimensional ‘NP generalized’ histograms (see Sec. 3),

2For an actual experimental analysis one would instead use
Hammer to reweight SM MC samples. The correct statistical un-
certainty of the reweighting can be incorporated, using weight
squared uncertainties computed by the library. This information
could be used, e.g., to adaptively generate additional pure phase
space MC in undersampled regions.

with respect to the reconstructed observables |~p
⇤
`
| and

m
2
miss, the light lepton momentum in the B rest frame

and the total missing invariant mass of all neutrinos, re-
spectively. Both variables are well-suited for separating
signal from background decays involving only light lep-
tons. In the cascade process of the leptonic ⌧ decay in
B ! D

(⇤)
⌧⌫, the signal lepton carries less momentum

than the lepton from prompt B ! D
(⇤)

`⌫ decays. Sim-
ilarly, the missing invariant mass of B ! D

(⇤)
`⌫ decays

peaks strongly near m2
⌫
' 0, in contrast to B ! D

(⇤)
⌧⌫

in which the multiple neutrinos in the final state permit
large values of m2

miss.
The B ! D

(⇤) processes are reweighted to the
BLPR form factor parametrization [19], which includes
predictions for NP hadronic matrix elements using
HQET [20–23] at O(1/mc,b, ↵s).

Charged particles are required to fall in the Belle II
angular acceptance of 20� and 150�, and leptons are re-
quired to have a minimum kinetic energy of 300MeV
in the laboratory frame. An additional event weight
is included to account for the slow pion reconstruc-
tion e�ciencies from the D

⇤
! D⇡ decay, based

on an approximate fit to the pion reconstruction ef-
ficiency curve from BaBar data [1, 24]. The analysis
assumes that the second tagging B meson decay was
reconstructed in hadronic modes, such that its four-
momentum, pBtag , is accessible. In conjunction with
the known beam four-momentum pe+ e� , the missing
invariant mass can then be reconstructed as m

2
miss ⌘

(pe+ e��pBtag�pD(⇤)�p`)2, and the four-momentum of
the reconstructed lepton can be boosted into the signal
B rest frame. A Gaussian smearing is added to the truth
level m

2
miss with a width of 0.5GeV2 to account for

detector resolution and tagging-B reconstruction. No
additional correction is applied to |~p

⇤
`
|. Higher dimen-

sional histograms including the reconstructed q
2 and

the D
⇤
! D⇡ helicity angle may also be incorporated,

but are omitted here for simplicity.
Hammer can be used to e�ciently compute his-

tograms for any given NP choice. The basis of NP op-
erators is defined in Table 1, with respect to the La-
grangian

L =
4GF
p
2

Vcb cXY

�
c̄�X b

��
¯̀�Y ⌫

�
, (2)

where �X(Y ) is any Dirac matrix and cXY is a Wilson
coe�cient. We shall generally write explicit Wilson co-
e�cients as cXY = SqXlY , VqXlY , TqXlY , where the S,
V , T denotes the Lorentz structure, and X, Y = L,
R denotes the chirality. In this simplified analysis, we
assume that NP only a↵ects the b ! c⌧⌫ decays, and
not the light-lepton modes.

In order to carry out Wilson coe�cient fits, we wrap
the Hammer application programming interface with a

Most general Lagrangian density for  b → cℓν̄ℓ

10 (complex) Wilson coefficients = 20 dof

Example for tensor ( ) NP + SMTqLlL
yXR

yXk

yXj

yX9

yXR yXk yXj yX9 yX8

R
UD
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RUDV
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GwØRYa_
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FIG. 5. The allowed ranges of R(D)�R(D⇤), due to one of the new physics operators in addition

to the SM: OS �OP (top left), OS +OP (top right), OV +OA (bottom left), OT (bottom right).

IV. SUMMARY AND OUTLOOK

We performed a novel combined fit of the B ! Dl⌫̄ and B ! D⇤l⌫̄ di↵erential rates

and angular distributions, consistently including the HQET relations to O(⇤QCD/mc,b, ↵s).

Under various fit scenarios, that use or omit lattice QCD and QCD sum rule predictions, we

constrain the leading and subleading Isgur-Wise functions. We thus obtain strong constraints

on all form factors, and predictions for the form factor ratios R1,2 as well as R(D(⇤)), both in

the SM and in arbitrary NP scenarios, valid at O(↵s) and O(⇤QCD/mc,b). Our most precise

prediction for R(D(⇤)), in the “Lw�1+SR” fit, using the experimental data and all lattice

QCD and QCDSR inputs is

R(D) = 0.299± 0.003 , R(D⇤) = 0.257± 0.003 , (42)

23

ℑ[cTqLlL
]! = 0

ℑ[cTqLlL
] = 0

Various values for  projected onto   cTqLlL
R(D(*))

FB, Z. Ligeti, M. Papucci, D. Robinson

[Phys. Rev. D 95, 115008 (2017), arXiv:1703.05330]
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The two categories of measurements

1st Category

Example: Right-handed currents & |Vub |

Measurements that have no or trivial or 
negligible dependence on parameter of interest
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FIG. 1. The allowed |V L
ub|� ✏R regions. The black ellipse in the left (right) plot shows the result of a �2 fit using the first three

(four, excluding !) measurements in Table I. The fainter ellipse in the right plot is the same as that in the left plot.

Fit |V L
ub|⇥ 104 ✏R �2 / ndf Prob.

3 modes 4.07± 0.18 �0.17± 0.06 2.5 /1 0.11

4 modes 4.00± 0.17 �0.15± 0.06 4.5 /2 0.11

TABLE II. The results of the �2 fits to the first 3 and all
modes but ! in Table I. The correlation between |V L

ub| and ✏R
in the two fits are 0.01 and 0.01.

esting to explore how the best sensitivity to ✏R may be
obtained using current and near future data sets.

In Section II we discuss the decay rate distributions.
Besides investigating the well known forward-backward
asymmetry, we propose a generalized two-dimensional
asymmetry as a new observable that would be interest-
ing to measure. Additionally we explore the possibility
to extract the full information on the di↵erential rate
by considering asymmetries in all three angles simulta-
neously. In Section III we discuss the theoretical uncer-
tainties in existing form factor calculations. Using re-
sults from a light-cone sum rule calculation [9], we esti-
mate the correlations among the uncertainties. Then we
perform a simultaneous fit to a (simplified) series expan-
sion parametrization of the form factors. In Section IV
we discuss the best theoretical predictions to extract in-
formation on right-handed currents. We investigate the
discriminating contour for the two dimensional asymme-
try. We estimate the sensitivity both with the current
B-factory data, as well as with the anticipated Belle II
dataset to compare the various observables. We use this
information in Section V to explore the impact of the
sensitivity to right-handed currents by performing global
fits simultaneously to |V L

ub| and ✏R assuming di↵erent sce-
narios for both the current B-factory as well as expected
Belle II dataset. Section VI contains our conclusions.

II. POSSIBLE OBSERVABLES

Starting from the Lagrangian in Eq. (1), the B ! ⇢`⌫̄
decay is described by replacing in the matrix element
the vector (V ) and the three axial-vector (A0,1,2) form
factors via

V ! (1 + ✏R)V , Ai ! (1� ✏R)Ai . (2)

(If Im ✏R = 0 then this can be done in the decay rate,
too.) Recently, the similar B ! K⇤`+`� decay has re-
ceived a lot of attention, in which case the decay distribu-
tions are in exact analogy with B ! ⇢`⌫̄ (assuming that
the neutrino is reconstructed). It has been advocated [13]
to use the form factor relations proposed in the heavy
quark limit [14, 15] to construct observables, which are
ratios of terms in the fully di↵erential decay distribution,
to optimize sensitivity to new physics. However, the size
of perturbative and nonperturbative corrections to these
relations are subject to discussions [16–18]. Thus, other
recent papers [19] also have to resort to some extent to
QCD sum rule calculations to estimate the corrections to
the form factor relations, which we discuss in Sec. III.

A. The general parameterization

The fully di↵erential decay rate for the four-body de-
cay B ! ⇢(! ⇡⇡)`�⌫̄` can be written in terms of four
variables. These are conventionally chosen as the mo-
mentum transfer to the dilepton system, q2, and three
angles describing the relative orientation of the final state
particles. As usual, we choose ✓V as the angle of the ⇡+

in the ⇢ restframe with respect to the ⇢ direction in the B
restframe. Similarly, ✓` is the angle of the `� in the dilep-
ton restframe with respect to the direction of the virtual
W� in the B restframe. Finally � is the angle between
the decay planes of the hadronic and leptonic systems
in the B restframe. This convention coincides with the
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model contribution in semileptonic B ! ⇢`⌫̄ decay. Generalized asymmetries in one, two, or three
angular variables are introduced as discriminators, which do not require an unbinned analysis of
the fully di↵erential distribution, and a detailed study of the corresponding theoretical uncertainties
is performed. A discussion on how binned measurements can access all the angular information
follows, which may be useful in both B ! ⇢`⌫̄ and B ! K⇤`+`�, and possibly essential in the
former decay due to backgrounds. The achievable sensitivity from the available BABAR and Belle
data sets is explored, as well as from the anticipated 50 ab�1 Belle II data.

I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
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V L
ub
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ū�µPLb+ ✏R ū�µPRb
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(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-
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B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21
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1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R
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B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)
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TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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FIG. 1. The allowed |V L
ub|� ✏R regions. The black ellipse in the left (right) plot shows the result of a �2 fit using the first three

(four, excluding !) measurements in Table I. The fainter ellipse in the right plot is the same as that in the left plot.

Fit |V L
ub|⇥ 104 ✏R �2 / ndf Prob.

3 modes 4.07± 0.18 �0.17± 0.06 2.5 /1 0.11

4 modes 4.00± 0.17 �0.15± 0.06 4.5 /2 0.11

TABLE II. The results of the �2 fits to the first 3 and all
modes but ! in Table I. The correlation between |V L

ub| and ✏R
in the two fits are 0.01 and 0.01.

esting to explore how the best sensitivity to ✏R may be
obtained using current and near future data sets.

In Section II we discuss the decay rate distributions.
Besides investigating the well known forward-backward
asymmetry, we propose a generalized two-dimensional
asymmetry as a new observable that would be interest-
ing to measure. Additionally we explore the possibility
to extract the full information on the di↵erential rate
by considering asymmetries in all three angles simulta-
neously. In Section III we discuss the theoretical uncer-
tainties in existing form factor calculations. Using re-
sults from a light-cone sum rule calculation [9], we esti-
mate the correlations among the uncertainties. Then we
perform a simultaneous fit to a (simplified) series expan-
sion parametrization of the form factors. In Section IV
we discuss the best theoretical predictions to extract in-
formation on right-handed currents. We investigate the
discriminating contour for the two dimensional asymme-
try. We estimate the sensitivity both with the current
B-factory data, as well as with the anticipated Belle II
dataset to compare the various observables. We use this
information in Section V to explore the impact of the
sensitivity to right-handed currents by performing global
fits simultaneously to |V L

ub| and ✏R assuming di↵erent sce-
narios for both the current B-factory as well as expected
Belle II dataset. Section VI contains our conclusions.

II. POSSIBLE OBSERVABLES

Starting from the Lagrangian in Eq. (1), the B ! ⇢`⌫̄
decay is described by replacing in the matrix element
the vector (V ) and the three axial-vector (A0,1,2) form
factors via

V ! (1 + ✏R)V , Ai ! (1� ✏R)Ai . (2)

(If Im ✏R = 0 then this can be done in the decay rate,
too.) Recently, the similar B ! K⇤`+`� decay has re-
ceived a lot of attention, in which case the decay distribu-
tions are in exact analogy with B ! ⇢`⌫̄ (assuming that
the neutrino is reconstructed). It has been advocated [13]
to use the form factor relations proposed in the heavy
quark limit [14, 15] to construct observables, which are
ratios of terms in the fully di↵erential decay distribution,
to optimize sensitivity to new physics. However, the size
of perturbative and nonperturbative corrections to these
relations are subject to discussions [16–18]. Thus, other
recent papers [19] also have to resort to some extent to
QCD sum rule calculations to estimate the corrections to
the form factor relations, which we discuss in Sec. III.

A. The general parameterization

The fully di↵erential decay rate for the four-body de-
cay B ! ⇢(! ⇡⇡)`�⌫̄` can be written in terms of four
variables. These are conventionally chosen as the mo-
mentum transfer to the dilepton system, q2, and three
angles describing the relative orientation of the final state
particles. As usual, we choose ✓V as the angle of the ⇡+

in the ⇢ restframe with respect to the ⇢ direction in the B
restframe. Similarly, ✓` is the angle of the `� in the dilep-
ton restframe with respect to the direction of the virtual
W� in the B restframe. Finally � is the angle between
the decay planes of the hadronic and leptonic systems
in the B restframe. This convention coincides with the
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I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
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(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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FIG. 1. The allowed |V L
ub|� ✏R regions. The black ellipse in the left (right) plot shows the result of a �2 fit using the first three

(four, excluding !) measurements in Table I. The fainter ellipse in the right plot is the same as that in the left plot.

Fit |V L
ub|⇥ 104 ✏R �2 / ndf Prob.

3 modes 4.07± 0.18 �0.17± 0.06 2.5 /1 0.11

4 modes 4.00± 0.17 �0.15± 0.06 4.5 /2 0.11

TABLE II. The results of the �2 fits to the first 3 and all
modes but ! in Table I. The correlation between |V L

ub| and ✏R
in the two fits are 0.01 and 0.01.

esting to explore how the best sensitivity to ✏R may be
obtained using current and near future data sets.

In Section II we discuss the decay rate distributions.
Besides investigating the well known forward-backward
asymmetry, we propose a generalized two-dimensional
asymmetry as a new observable that would be interest-
ing to measure. Additionally we explore the possibility
to extract the full information on the di↵erential rate
by considering asymmetries in all three angles simulta-
neously. In Section III we discuss the theoretical uncer-
tainties in existing form factor calculations. Using re-
sults from a light-cone sum rule calculation [9], we esti-
mate the correlations among the uncertainties. Then we
perform a simultaneous fit to a (simplified) series expan-
sion parametrization of the form factors. In Section IV
we discuss the best theoretical predictions to extract in-
formation on right-handed currents. We investigate the
discriminating contour for the two dimensional asymme-
try. We estimate the sensitivity both with the current
B-factory data, as well as with the anticipated Belle II
dataset to compare the various observables. We use this
information in Section V to explore the impact of the
sensitivity to right-handed currents by performing global
fits simultaneously to |V L

ub| and ✏R assuming di↵erent sce-
narios for both the current B-factory as well as expected
Belle II dataset. Section VI contains our conclusions.

II. POSSIBLE OBSERVABLES

Starting from the Lagrangian in Eq. (1), the B ! ⇢`⌫̄
decay is described by replacing in the matrix element
the vector (V ) and the three axial-vector (A0,1,2) form
factors via

V ! (1 + ✏R)V , Ai ! (1� ✏R)Ai . (2)

(If Im ✏R = 0 then this can be done in the decay rate,
too.) Recently, the similar B ! K⇤`+`� decay has re-
ceived a lot of attention, in which case the decay distribu-
tions are in exact analogy with B ! ⇢`⌫̄ (assuming that
the neutrino is reconstructed). It has been advocated [13]
to use the form factor relations proposed in the heavy
quark limit [14, 15] to construct observables, which are
ratios of terms in the fully di↵erential decay distribution,
to optimize sensitivity to new physics. However, the size
of perturbative and nonperturbative corrections to these
relations are subject to discussions [16–18]. Thus, other
recent papers [19] also have to resort to some extent to
QCD sum rule calculations to estimate the corrections to
the form factor relations, which we discuss in Sec. III.

A. The general parameterization

The fully di↵erential decay rate for the four-body de-
cay B ! ⇢(! ⇡⇡)`�⌫̄` can be written in terms of four
variables. These are conventionally chosen as the mo-
mentum transfer to the dilepton system, q2, and three
angles describing the relative orientation of the final state
particles. As usual, we choose ✓V as the angle of the ⇡+

in the ⇢ restframe with respect to the ⇢ direction in the B
restframe. Similarly, ✓` is the angle of the `� in the dilep-
ton restframe with respect to the direction of the virtual
W� in the B restframe. Finally � is the angle between
the decay planes of the hadronic and leptonic systems
in the B restframe. This convention coincides with the
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An interesting possibility to ease the tension between various determinations of |Vub| is to allow
a small right-handed contribution to the standard model weak current. The present bounds on
such a contribution are fairly weak. We propose new ways to search for such a beyond standard
model contribution in semileptonic B ! ⇢`⌫̄ decay. Generalized asymmetries in one, two, or three
angular variables are introduced as discriminators, which do not require an unbinned analysis of
the fully di↵erential distribution, and a detailed study of the corresponding theoretical uncertainties
is performed. A discussion on how binned measurements can access all the angular information
follows, which may be useful in both B ! ⇢`⌫̄ and B ! K⇤`+`�, and possibly essential in the
former decay due to backgrounds. The achievable sensitivity from the available BABAR and Belle
data sets is explored, as well as from the anticipated 50 ab�1 Belle II data.

I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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former decay due to backgrounds. The achievable sensitivity from the available BABAR and Belle
data sets is explored, as well as from the anticipated 50 ab�1 Belle II data.

I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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FIG. 1. The allowed |V L
ub|� ✏R regions. The black ellipse in the left (right) plot shows the result of a �2 fit using the first three

(four, excluding !) measurements in Table I. The fainter ellipse in the right plot is the same as that in the left plot.

Fit |V L
ub|⇥ 104 ✏R �2 / ndf Prob.

3 modes 4.07± 0.18 �0.17± 0.06 2.5 /1 0.11

4 modes 4.00± 0.17 �0.15± 0.06 4.5 /2 0.11

TABLE II. The results of the �2 fits to the first 3 and all
modes but ! in Table I. The correlation between |V L

ub| and ✏R
in the two fits are 0.01 and 0.01.

esting to explore how the best sensitivity to ✏R may be
obtained using current and near future data sets.

In Section II we discuss the decay rate distributions.
Besides investigating the well known forward-backward
asymmetry, we propose a generalized two-dimensional
asymmetry as a new observable that would be interest-
ing to measure. Additionally we explore the possibility
to extract the full information on the di↵erential rate
by considering asymmetries in all three angles simulta-
neously. In Section III we discuss the theoretical uncer-
tainties in existing form factor calculations. Using re-
sults from a light-cone sum rule calculation [9], we esti-
mate the correlations among the uncertainties. Then we
perform a simultaneous fit to a (simplified) series expan-
sion parametrization of the form factors. In Section IV
we discuss the best theoretical predictions to extract in-
formation on right-handed currents. We investigate the
discriminating contour for the two dimensional asymme-
try. We estimate the sensitivity both with the current
B-factory data, as well as with the anticipated Belle II
dataset to compare the various observables. We use this
information in Section V to explore the impact of the
sensitivity to right-handed currents by performing global
fits simultaneously to |V L

ub| and ✏R assuming di↵erent sce-
narios for both the current B-factory as well as expected
Belle II dataset. Section VI contains our conclusions.

II. POSSIBLE OBSERVABLES

Starting from the Lagrangian in Eq. (1), the B ! ⇢`⌫̄
decay is described by replacing in the matrix element
the vector (V ) and the three axial-vector (A0,1,2) form
factors via

V ! (1 + ✏R)V , Ai ! (1� ✏R)Ai . (2)

(If Im ✏R = 0 then this can be done in the decay rate,
too.) Recently, the similar B ! K⇤`+`� decay has re-
ceived a lot of attention, in which case the decay distribu-
tions are in exact analogy with B ! ⇢`⌫̄ (assuming that
the neutrino is reconstructed). It has been advocated [13]
to use the form factor relations proposed in the heavy
quark limit [14, 15] to construct observables, which are
ratios of terms in the fully di↵erential decay distribution,
to optimize sensitivity to new physics. However, the size
of perturbative and nonperturbative corrections to these
relations are subject to discussions [16–18]. Thus, other
recent papers [19] also have to resort to some extent to
QCD sum rule calculations to estimate the corrections to
the form factor relations, which we discuss in Sec. III.

A. The general parameterization

The fully di↵erential decay rate for the four-body de-
cay B ! ⇢(! ⇡⇡)`�⌫̄` can be written in terms of four
variables. These are conventionally chosen as the mo-
mentum transfer to the dilepton system, q2, and three
angles describing the relative orientation of the final state
particles. As usual, we choose ✓V as the angle of the ⇡+

in the ⇢ restframe with respect to the ⇢ direction in the B
restframe. Similarly, ✓` is the angle of the `� in the dilep-
ton restframe with respect to the direction of the virtual
W� in the B restframe. Finally � is the angle between
the decay planes of the hadronic and leptonic systems
in the B restframe. This convention coincides with the
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I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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An interesting possibility to ease the tension between various determinations of |Vub| is to allow
a small right-handed contribution to the standard model weak current. The present bounds on
such a contribution are fairly weak. We propose new ways to search for such a beyond standard
model contribution in semileptonic B ! ⇢`⌫̄ decay. Generalized asymmetries in one, two, or three
angular variables are introduced as discriminators, which do not require an unbinned analysis of
the fully di↵erential distribution, and a detailed study of the corresponding theoretical uncertainties
is performed. A discussion on how binned measurements can access all the angular information
follows, which may be useful in both B ! ⇢`⌫̄ and B ! K⇤`+`�, and possibly essential in the
former decay due to backgrounds. The achievable sensitivity from the available BABAR and Belle
data sets is explored, as well as from the anticipated 50 ab�1 Belle II data.

I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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Use kinematic quantities (e.g. ) 
to subtract background

|p*ℓ | , m2
miss, q2

ℛ(D(*)) =
Nsig

Nnorm
×

ϵnorm

ϵsig
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bins with equidistant bin widths for |p∗
! | ∈ (0.2, 2.2)GeV

and m2
miss ∈ (−2, 10)GeV2. The fits determine either

R(D(∗)), or the real and imaginary parts of Wilson coeffi-
cients. The preferred SM coupling is determined simultane-
ously, in order to remove explicit dependence on |Vcb|.

We construct an Asimov data set [26] assuming the frac-
tions and total number of events in Table 2, following from
the number of events in Ref. [1,24]. In the scans, the total
number of events corresponds to an approximate integrated
luminosity of 5 ab−1 of Belle II collisions. We assume events
are reconstructed in two categories targeting B → D τ ν̄ and
B → D∗τ ν̄. A fit for the real and imaginary parts of a sin-
gle Wilson coefficient plus the (real) SM coupling thus has
2 × 12 × 12 − 3 = 285 degrees of freedom.

A sizable downfeed background from D∗ mesons misre-
constructed as a D is expected in the B → D τ ν̄ channel via
both the B → D∗ τ ν̄ and B → D∗ !ν̄ decays. This is taken
into account by partitioning the simulated B → D∗τν and
B → D∗!ν events into two samples: One with the correct
m2

miss = (pB − pD∗ − p!)
2 and the other with the misrecon-

structedm2
miss = (pB−pD−p!)

2, which omits the slow pion.
This downfeed reduces the sensitivity for the case that NP
couplings induce opposite effects on the B → Dτ ν̄ versus
B → D∗τ ν̄ total rates or shapes. In addition to semileptonic
processes, we assume the presence of an irreducible back-
ground from secondaries (i.e., leptons from semileptonic D
meson decays), fake leptons (i.e., hadrons that were misiden-
tified as leptons) and semileptonic decays from higher charm
resonances (i.e., D∗∗ states). The irreducible background is
modeled in a simplified manner by assuming 10 background
events in each of the 12×12 bins, totaling overall 1440 events
per category.

Figure 1 shows the impact on the fit variables of three
benchmark models that we use to investigate the effects of
new physics:

i) The R2 leptoquark model, which sets SqLlL & 8 TqLlL
(including RGE; see, e.g., Refs. [27,28]);

ii) A pure tensor model, via TqLlL ;
iii) A right-handed vector model, via VqRlL .

For the ratio plots in Fig. 1, we fix the NP Wilson coeffi-
cients to specific values to illustrate the shape changes they
induce in |p∗

! | and m2
miss. The R2 leptoquark model and ten-

sor model exhibit sizable shape changes. The right-handed
vector model shows only an overall normalization change for
B → D τ ν̄, with no change in shape compared to the SM,
because the axial-vector B → D hadronic matrix element
vanishes by parity and angular momentum conservation. For
B → D∗, both vector and axial vector matrix elements are
nonzero, so that introducing a right-handed vector current
leads to shape and normalization changes.

Fig. 1 The ratios of differential distributions with respect to the SM,
as functions of |p∗

! | and m2
miss, for various Wilson coefficient working

points. For more details see text

Fig. 2 The B → D τ ν̄ (top) and B → D∗τ ν̄ (bottom) distributions in
|p∗

! | and m2
miss in the Asimov data set. The number of events correspond

to an estimated number of reconstructed events at Belle II with 5 ab−1

Figure 2 shows the projections of the constructed Asimov
data set, as well as the distributions expected for the three NP
models. The latter have the same couplings as those shown
in Fig. 1.
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Figure 28 Top: Typical variation of experimental acceptances for the 2HDM, the leptoquark models R2 and S1, and a pure
tensor current, normalized with respect to the SM acceptance "SM, for B ! D⌧⌫ (blue) and B ! (D⇤

! D⇡)⌧⌫ (red), with
⌧ ! e⌫⌫. The dotted, solid and dashed lines show the resulting acceptances for q

2 resolutions (see text) of 0.8, 1.2 and 1.6 GeV2,
respectively. Bottom: Variation in R(D(⇤))/R(D(⇤))SM for the same models.

such, typically many phenomenological interpretations of
these results simply require that any New Physics (NP)
accounts for the measured ratios (or other observables
such as polarization fractions) within quoted uncertain-
ties. However, this naive approach may lead to biases in
NP interpretations.

The reason for this is that in practice, as discussed in
Sec. IV, the R(D(⇤)) ratios are recovered from fits in mul-
tiple reconstructed observables. In these fits, the signal
B ! D

(⇤)
⌧⌫ decay distributions (as well as backgrounds)

are assumed to have SM shapes—their reconstructed ob-
servables are assumed to have an SM template—while
their normalization is allowed to float independently. In
the SM, the ratio of R(D)/R(D⇤) is itself tightly pre-
dicted up to small form factor uncertainties. Thus, the
current experimental approach can be thought of intro-
ducing a NP fit template, that is parametrized by varia-
tion in the double ratio R(D)/R(D⇤) as well as, say, the
overall size of R(D⇤).

Variation of R(D⇤), while keeping R(D)/R(D⇤) fixed
to its SM prediction, is consistent with NP contribu-
tions from the cVL Wilson coe�cient. This Wilson coef-
ficient by definition still generates SM-like distributions:
so that incorporating cVL contributions is self-consistent
with the fit template assumptions from which the mea-
sured R(D(⇤)) values were recovered.

However, to explain the variation in R(D)/R(D⇤)
from the SM prediction requires further NP contribu-
tions, that generically also alter the B ! D

(⇤)
⌧⌫ sig-

nal (and some background) decay distributions and ac-
ceptances. (It is possible that there exist NP contri-
butions which only modify the neutrino distributions.
Because the experiments marginalize over missing en-
ergy, this particular NP could permit R(D)/R(D⇤) to
simultanteously float from the SM prediction while pre-
serving the SM template for reconstructed observables.)
These NP contributions are thus generically inconsis-
tent with the assumed SM template in the current mea-
surement and fit, and may a↵ect the recovered values
of R(D(⇤)) themselves. As a result, while the current
world-average for R(D)–R(D⇤) unambiguously indicates
a tension with the SM, it does not a priori allow for a
self-consistent NP interpretation or explanation. A self-
consistent BSM measurement of any recovered observ-
able instead requires e.g. dedicated fit templates for each
BSM point of interest, which we discuss further below.

A similar tension with the SM can be established when
additional observables such as asymmetries, longitudinal
fractions, or polarization fractions are compared to SM
predictions (see Sec. II.D.2), and there is much litera-
ture studying their in-principle NP discrimination power.
However, the same caveat with regard to NP interpreta-
tions applies: NP contributions may alter the recovered
values of these parameters.
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NP Interpretation Strategies for Hb → Hcτν̄

Just fit ratios, hope that bias is small

with respect to the current precision#1

Frankly a perfectly sane strategy; after all the 
experiments do not provide any other information 
one could use and not all measurements might 
have such a strong dependence as e.g. BaBar

#2 Fold your model into the MC 
simulation, directly confront the data

#3
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Provide theorists with direct 
measurements of Wilson 
coefficients; these can be used to 
confront your favorite model

Benefit: no biases, more sensitivity as shape of all 
kinematic distributions help distinguish between models

a fairly prominent problem

SciPost Phys. 12, 037 (2022)
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The work program

0. Do the SM analyses :-) 

1. Directly fit for Wilson coefficients  using experimental spectra, ideally combining 
the statistical power of several channels and observables

c

It’s a very sensible null-test in its own right and

these are very complicated analyses by their

own right. 
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ℒi( c, θ)

full experimental likelihoods with full 
dependence on systematic NPs 


(and Wilson coefficients)
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Figure 6: Allowed 68% CL regions for the R2 simplified model coupling cSL = 8cT [55, 56]
based on fitting to an Asimov data set with cSL = 0.25(1 + i) and assuming a Belle II
luminosity ranging from 1 to 50 ab�1 [57]. The best fit points are shown as green dots.
Assuming O(1) couplings, this would correspond to a leptoquark of mass around 1.4 TeV.

Table 3: Baseline (improved) expectations for the uncertainties on the signal strength µ

(relative to the SM strength) for the four decay modes as functions of data set size.

Decay 1 ab�1 5 ab�1 10 ab�1 50 ab�1

B
+

! K
+
⌫⌫̄ 0.55 (0.37) 0.28 (0.19) 0.21 (0.14) 0.11 (0.08)

B
0

! K
0
S⌫⌫̄ 2.06 (1.37) 1.31 (0.87) 1.05 (0.70) 0.59 (0.40)

B
+

! K
⇤+
⌫⌫̄ 2.04 (1.45) 1.06 (0.75) 0.83 (0.59) 0.53 (0.38)

B
0

! K
⇤0
⌫⌫̄ 1.08 (0.72) 0.60 (0.40) 0.49 (0.33) 0.34 (0.23)

reconstructed the partner B meson in hadronic [73–75] or in semileptonic decays [76,77].
Recently, we introduced a novel, inclusive reconstruction method [78] where tracks and
energy deposits not associated with the signal candidate are associated with the decay of
the accompanying B meson, or“rest of event”. The inclusive approach yields significantly
higher signal e�ciency and better sensitivity than any previous approach, as shown by
the Belle II B+

! K
+
⌫⌫̄ branching fraction results [78].

We project sensitivities based on Belle II simulation and an early Belle II analysis [78].
Two scenarios are considered, which are similar for all except the B+

! K
⇤+
⌫⌫̄ decay. The

”baseline” scenario assumes no further improvements. The ”improved” scenario assumes a
50% increase in signal e�ciency for the same background level, an advance that current

16

Example sensitivity for such an extraction using shape & normalization information in pℓ : m2
miss
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The full work program: include the LHC 

had. Tagging
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Create a truly global fit for 

(or ) that avoids biases & SM priors

b → cτν̄τ
b → qτν̄τ

Adding additional observables (e.g. polarizations) is straightforward as the 
kinematic regions sensitive to such can be readily included

Drawback: FFs are convolved with measured Wilson Coefficient 

→ we should provide the entire framework to allow future updates

+

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb
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* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)
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Summary & Conclusions
Semileptonic offer excellent probe to search for new physics

b

q

q

Measurements of semileptonic decays with  make use of SM nature 
of process in extraction , i.e. not straightforward to 
make interpretations of enhancements

τ
(q2, m2

miss, pℓ)

Hint of Lepton Flavor Universality violation in combinations ∼ 3σ

Need new experimental measurements to confirm or rule out anomaly
Belle II will provide insights with inclusive and exclusive final states, also targeting 

properties.

Latest measurements, however, show smaller overall tension with SM 
expectation. 

Measurements involving  will require a lot of statistics, i.e. will not help 

to resolve things in the near future

b → uτν̄τ

Belle is preparing legacy measurement of  in had. tagged channel.ℛ(D(*))
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Slightly dramatic example of what could happen
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Fig. 3 Top: Illustrations of biases from fitting an SM template to three
NP ‘truth’ benchmark models: the 2HDM type II with SqRlL = −2
(left), SqRlL = 0.75i (middle), and the R2 leptoquark model with
SqLlL = 8 TqLlL = 0.25+0.25i (right). The orange dot corresponds to
the predicted ‘true value’ of R(D(∗)) for the NP model, to be compared
to the recovered 68%, 95% and 99% CLs of the SM fit to the NP Asi-

mov data sets (with uncertainties estimated to correspond to ∼ 5 ab−1)
in shades of red. Bottom: The best fit regions for the 2HDM and R2
model Wilson coefficients obtained from fitting R(D(∗)) NP predic-
tions to the recovered R(D(∗)) CLs for each NP model. The shades
of red denote CLs as in the top row. The best fit (true value) Wilson
coefficients are shown by black (orange) dots

For two NP models, the recovered ratios from fitting the Asi-
mov data set exclude the truth R(D(∗))th values at ! 4σ ,
and the other at 3σ . The recovered ratios show deviations
from the SM comparable in size (but in some cases a dif-
ferent direction) to the current world average R(D(∗)), and
much smaller than the deviations expected from the truth
R(D(∗))th values. This illustrates the sizable bias in the mea-
sured R(D(∗)) values that may be presumed to ensue from
carrying out fits with an SM template, if NP actually con-
tributes to the measurements. We emphasize that the degree
to which a particular NP model is actually affected by this
type of bias – including the size and direction of the bias –
may be sensitive to the details of the experimental framework
and is therefore a question that can only be answered within
each experimental analysis.

We also show in Fig. 3 the equivalent bias arising from
a naïve fit of the R(D(∗)) NP prediction that attempts to
recover the complex Wilson coefficient. This is done by
parametrizing R(D(∗))th = R(D(∗))[cXY ], and fitting this
expression to the recovered R(D(∗))rec values. Explicitly,
one calculates CLs in the Wilson coefficient space via the
two degree of freedom chi-square χ2 = vT σ−1

R(D(∗))v, with

v =
(
R(D)th − R(D)rec , R(D∗)th − R(D∗)rec

)
. The result-

ing best fit Wilson coefficient regions similarly exclude the
truth values.

Thus, the allowed or excluded regions of NP cou-
plings determined from fits to the R(D(∗)) measurements
must be treated with caution, as these fits do not include
effects of the NP distributions in the MC templates. Sim-
ilarly, results of global fits should be interpreted carefully
when assessing the level of compatibility with specific NP
scenarios.

2.4 New physics Wilson coefficient fits

Instead of considering observables like R(D(∗)), for phe-
nomenological studies to be able to properly make inter-
pretations and test NP models, experiments should provide
direct constraints on NP Wilson coefficients themselves. For
example, this could be done with simplified likelihood ratios
that profile out all irrelevant nuisance parameters from, e.g.,
systematic uncertainties or information from sidebands or
control channels, or by other means.
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Fig. 3 Top: Illustrations of biases from fitting an SM template to three
NP ‘truth’ benchmark models: the 2HDM type II with SqRlL = −2
(left), SqRlL = 0.75i (middle), and the R2 leptoquark model with
SqLlL = 8 TqLlL = 0.25+0.25i (right). The orange dot corresponds to
the predicted ‘true value’ of R(D(∗)) for the NP model, to be compared
to the recovered 68%, 95% and 99% CLs of the SM fit to the NP Asi-

mov data sets (with uncertainties estimated to correspond to ∼ 5 ab−1)
in shades of red. Bottom: The best fit regions for the 2HDM and R2
model Wilson coefficients obtained from fitting R(D(∗)) NP predic-
tions to the recovered R(D(∗)) CLs for each NP model. The shades
of red denote CLs as in the top row. The best fit (true value) Wilson
coefficients are shown by black (orange) dots

For two NP models, the recovered ratios from fitting the Asi-
mov data set exclude the truth R(D(∗))th values at ! 4σ ,
and the other at 3σ . The recovered ratios show deviations
from the SM comparable in size (but in some cases a dif-
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much smaller than the deviations expected from the truth
R(D(∗))th values. This illustrates the sizable bias in the mea-
sured R(D(∗)) values that may be presumed to ensue from
carrying out fits with an SM template, if NP actually con-
tributes to the measurements. We emphasize that the degree
to which a particular NP model is actually affected by this
type of bias – including the size and direction of the bias –
may be sensitive to the details of the experimental framework
and is therefore a question that can only be answered within
each experimental analysis.

We also show in Fig. 3 the equivalent bias arising from
a naïve fit of the R(D(∗)) NP prediction that attempts to
recover the complex Wilson coefficient. This is done by
parametrizing R(D(∗))th = R(D(∗))[cXY ], and fitting this
expression to the recovered R(D(∗))rec values. Explicitly,
one calculates CLs in the Wilson coefficient space via the
two degree of freedom chi-square χ2 = vT σ−1

R(D(∗))v, with

v =
(
R(D)th − R(D)rec , R(D∗)th − R(D∗)rec

)
. The result-

ing best fit Wilson coefficient regions similarly exclude the
truth values.

Thus, the allowed or excluded regions of NP cou-
plings determined from fits to the R(D(∗)) measurements
must be treated with caution, as these fits do not include
effects of the NP distributions in the MC templates. Sim-
ilarly, results of global fits should be interpreted carefully
when assessing the level of compatibility with specific NP
scenarios.

2.4 New physics Wilson coefficient fits

Instead of considering observables like R(D(∗)), for phe-
nomenological studies to be able to properly make inter-
pretations and test NP models, experiments should provide
direct constraints on NP Wilson coefficients themselves. For
example, this could be done with simplified likelihood ratios
that profile out all irrelevant nuisance parameters from, e.g.,
systematic uncertainties or information from sidebands or
control channels, or by other means.
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Challenge: Produce MC for each NP working point 

-
Need a MC generator that incorporates all NP 
effects and modern form factors

(e.g. EvtGen does not)

-
Very expensive; MC statistics is 
already one of the largest systematic 
uncertainties on these measurements
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Challenge: Produce MC for each NP working point 

-
Need a MC generator that incorporates all NP 
effects and modern form factors

(e.g. EvtGen does not)

-
Very expensive; MC statistics is 
already one of the largest systematic 
uncertainties on these measurements

HAMMER offers a 
solution to these problems

SM or Phase-space MC can be corrected 
to NP or FFs via ratio of event weights

SciPost Physics Submission

the relevant ten four-Fermi operators. In addition, changes of hadronic form factors to559

evaluate uncertainties or float such as additional nuisance parameters in a minimization560

problem, can be introduced. Although the code itself does not directly construct like-561

lihoods, it provides the LHCb and Belle II experiment with the necessary key tools to562

present experimental data in a model-independent way—a concrete toy example of which563

is discussed in Section 4.4.3. The code further allows experiments to reuse their large564

dedicated SM MC samples for new physics interpretations. The algorithm is based on565

event-weights of the form566

X

↵,i,�,j

c↵c†
�
FiF

†
j

W↵i�j , (11)

that are proportional to the ratio of the differential rates (and thus depends on the final567

state kinematics). Here c↵/� denote Standard Model (SM) or new physics (NP) Wilson568

coefficients, W↵i�j denote a weight tensor (built from the relevant amplitudes describing569

a process in question), and Fi/j encode hadronic form factors. The key realization is that570

the sub-sum
P

ij
FiF

†
j

W↵i�j is independent of the Wilson coefficients. Once this object571

is computed for a specific event it can be contracted with any choice of new physics to572

generate efficiently an event weight. In an eventual fit, observed events often are described573

by binned data. This allows one to carry out the individual sub-sums and store them in574

histograms, which in turn can be used to produce efficient prediction functions. In Ref. [54]575

an interface for RooFit was presented, which admits an alternative usage in standalone576

RooFit/HistFactory analyses.577

Fermitools The Fermi Large Area Telescope (Fermi-LAT) is a space-based gamma-ray578

telescope launched in 2008 and operational since then. The LAT has all the basic ingre-579

dients of a particle physics detector (silicon tracker, CsI calorimeter, veto detector) [55]580

and mainly provides the directions and energies of the observed gamma rays. The re-581

quirement that the data and associated analysis tools be published approximately a year582

after the end of commissioning led to the development of Fermitools [56], which provide583

pre-defined, and allow user-defined, statistical models to be convolved with parametrized584

detector response functions. Different classes of event selections are offered with respec-585

tive response functions corresponding to different levels of background [57]. Examples of586

relevance to particle physics include the search for annihilation signals from dark matter587

in dwarf galaxies [58, 59]. Another example, where these tools have been applied by users588

outside of the Fermi-LAT Collaboration is the characterization of an excess of gamma rays589

from the center of the Milky Way in terms of dark matter (see, for example, Ref. [60]).590

The approach taken by Fermi-LAT is not so much to publish likelihood functions for591

given models but rather to provide the community with easy to use tools to allow individual592

scientists to implement their own analysis. Models of universal backgrounds (isotropic,593

galactic diffuse gamma-ray emission and point sources) are provided as templates (in fits594

format or as text files) [61]. Likelihoods for specific models given specific datasets are595

not published as part of the Fermitools, but some individual analyses decided to publish596

likelihood functions in machine-readable format (see e.g. Ref. [59]). An early example of597

application of Fermitools in a particle physics context is the use of data for dwarf galaxies598

to search for supersymmetric dark matter [58,59]. In this case the publicly available event599

selection, detector response functions and backgrounds were used but the convolution with600

detector response functions was implemented by the author for faster computation. Current601

implementations of BSM global fits (see also Section 4.7) use the above mentioned machine-602

readable likelihoods.603
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sum independent of Wilson coefficients        
→ can exploit this to create fast predictions

cα

6

covered R(D(⇤))rec values. Explicitly, one calculates
CLs in the Wilson coe�cient space via the two de-
gree of freedom chi-square �

2 = vT
�
�1
R(D(⇤))

v, with

v =
�
R(D)th �R(D)rec , R(D⇤)th �R(D⇤)rec

�
. The re-

sulting best fit Wilson coe�cient regions similarly ex-
clude the truth values.

Thus, the allowed or excluded regions of NP cou-
plings determined from fits to the R(D(⇤)) measure-
ments must be treated with caution, as these fits do
not include e↵ects of the NP distributions in the MC
templates. Similarly, results of global fits should be in-
terpreted carefully when assessing the level of compat-
ibility with specific NP scenarios.

2.4 New physics Wilson coe�cient fits

Instead of considering observables like R(D(⇤)), for phe-
nomenological studies to be able to properly make inter-
pretations and test NP models, experiments should pro-
vide direct constraints on NP Wilson coe�cients them-
selves. For example, this could be done with simplified
likelihood ratios that profile out all irrelevant nuisance
parameters from, e.g., systematic uncertainties or infor-
mation from sidebands or control channels, or by other
means.

As an example, we now use Hammer to perform such
a fit for the real and imaginary parts of the NP Wilson
coe�cients, using the set of three NP models in Sec. 2.2
as templates. These are fit to the same two truth bench-
mark scenarios as in Fig. 4: a truth SM Asimov data set;
and a truth Asimov data set reweighted to the 2HDM
Type II with SqRlL = �2.

Figure 4 shows in shades of red the 68%, 95% and
99% confidence levels (CLs) of the three NP model
scans of SM Asimov data sets. For the SM truth bench-
mark, the corresponding best fit points are always at
zero NP couplings. The derived CLs then correspond
to the expected median exclusion of the fitted NP cou-
pling under the assumption the SM is true.

We further show in shades of yellow the same fit CLs
for the 2HDM truth benchmark Asimov data set. These
latter fits illustrate a scenario in which NP is present,
but is analyzed with an incomplete or incorrect set of
NP Wilson coe�cients. Depending on the set of coe�-
cients, we see from the ��

2 of the best fit points that
the new physics might be obfuscated or wrongly iden-
tified. This underlines the importance for LHCb and
Belle II to eventually carry out an analysis in the full
multi-dimensional space of Wilson coe�cients, spanned
by the operators listed in Table 1.

3 The Hammer library

In this section we present core interface features and
calculational strategies of the Hammer library. Details
of the code structure, implementation, and use, can be
found in the Hammer manual [40]; here we provide only
an overview.

3.1 Reweighting

We consider an MC event sample, comprising a set of
events indexed by I, with weights wI and truth-level
kinematics {q}I . Reweighting this sample from an ‘old’
to a ‘new’ theory requires the truth-level computation
of the ratio of the di↵erential rates

rI =
d�

new
I

/dPS

d�
old
I

/dPS
, (3)

applied event-by-event via the mapping wI 7! rIwI .
The ‘old’ or ‘input’ or ‘denominator’ theory is typically
the SM plus (where relevant) a hadronic model — that
is, a form factor (FF) parametrization. (It may also
be composed of pure phase space (PS) elements, see
App. A.2.) The ‘new’ or ‘output’ or ‘numerator’ the-
ory may involve NP beyond the Standard Model, or a
di↵erent hadronic model, or both.

Historically, the primary focus of the library is
reweighting of b ! c`⌫ semileptonic processes, often
in multistep cascades such as B ! D

(⇤,⇤⇤)(! DY ) ⌧(!
X⌫)⌫̄. However, the library’s computational structure is
designed to be generalized beyond these processes, and
we therefore frame the following discussion in general
terms, before returning to the specific case of semilep-
tonic decays.

3.2 New Physics generalizations

The Hammer library is designed for the reweighting of
processes via theories of the form

L =
X

↵

c↵ O↵ . (4)

where O↵ are a basis of operators, and c↵, are SM or
NPWilson coe�cients (defined at a fixed physical scale;
mixing of the Wilson coe�cients under RG evolution,
if relevant, must be accounted for externally to the li-
brary). We specify in Table 1 the conventions used for
various b ! c`⌫ four-Fermi operators and other pro-
cesses included in the library.

The corresponding process amplitudes may be ex-
pressed as linear combinations c↵A↵. They may also be
further expressed as a linear sum with respect to a basis
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FIG. 2. Example process tree for a decay cascade involving 10 particles (numbers), 4 vertices

(circles) and 3 edges (dark lines).

of the signatures of available Amplitude classes. A similar technique, using the hash of

the hadronic particles in a vertex, is used to identify whether form factors are needed at

each vertex. (If form factors are required at a vertex, Hammer will obtain the relevant form

factor parameterization as specified by the user for the hadronic transition in question.)

If no amplitude is found for a vertex, hammer will simply skip this step of the cascade.

This behavior means that hammer implicitly prunes potentially highly extended cascades,

providing an amplitude tensor only for vertices Hammer ‘knows’ (i.e. the parts of the cascade

we care about for understanding NP e↵ects or FF parametrizations).

In certain cases the strategy adopted for determining the process amplitude is more

sophisticated than a vertex-by-vertex approach. For certain decays, it can be computation-

ally advantageous to calculate an amplitude for two adjacent amplitudes. For example, in

B ! (D⇤
! D�)`⌫, simpler expressions can be obtained if one calculates the entire ‘merged’

amplitude, treating the D⇤ as an onshell internal state, rather than two separate amplitudes

exchanging D
⇤ spin. Similarly, for ⌧ ! (⇢ ! ⇡⇡)⌫, treatment of non-resonant e↵ects from

the broad ⇢ motivate expressing this amplitude as one merged amplitude, even though in the

process tree it would be represented as two vertices. Multistep decays involving the broad

D
⇤⇤ may also be more tractable when merged in this manner. Thus in additional to vertex

amplitudes, Hammer is also capable of processing ‘edge’ amplitudes, that is, one amplitude

belonging to two adjacent vertices connected by an edge in the process tree. It can therefore

happen that although Hammer does not know the amplitude for a particular vertex, it does

know an edge amplitude involving that vertex and another.

To explain what this means in practice for the user, it’s useful to introduce a vertex

and edge notation for the process tree. If Hammer knows the amplitude at a vertex, the

vertex is denoted by a filled circle, and if unknown, by an open circle. If an edge vertex

is available for two vertices, we connect them by a double line. This leads to five di↵erent

types of amplitude combinations, defined in Table I. The arithmetic followed by Hammer in
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▸ Sensitivity projections for LFU ratios and additional observables, see also arxiv:2101.08326

FB, M. Sevilla, D. Robinson, G. Wormser

[Rev. Mod. Phys. 94, 015003,arXiv:2101.08326]
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Belle II Germany Meeting, Sep. 14th, 2020:   Belle II Status

Updated Luminosity Projection

�6

Key elements of the update (details still under study):
Aim at an ecological operation by limiting running cost
- priority on integrated luminosity, rather than peak 

luminosity
‣ Lpeak:  8x1035 cm-2s-1/6x1035 cm-2s-1 

‣ integrate 50 ab-1 by ~2030/31
Modify QCS (requires redesign of RVC)

- relocate magnets inside cryostat
‣ be able to squeeze by* down to 0.3 mm

‣ mitigate beam-beam effect in high bunch-current regime 
- enlarge radius of QCS beam pipes
‣ protect QCS against off-orbit particles/reduce risk of 

fatal quenches

‣ reduce detector background (mainly TOP and CDC)
Partial upgrade of RF power (2 stations)
- store beam currents of LER 2.8A and HER 2.0A

Keep essential investments for upgrade of Linac, Belle II 
and collimators   1.0 0.6 0.5 0.3b*y [mm]

Peter Križan, Ljubljana

Updated plan for SuperKEKB submitted to the 
MEXT Roadmap Committee

Two steps: 
Intermediate luminosity (1 x 1035 /cm2/sec, 5ab-1);
High Luminosity (6 x 1035/cm2/sec, 50 ab-1) with a detector upgrade

Roadmap 2020

8 months/yr

TOP PMT

Polarization and/or
luminosity upgrades?

Opportunity for detector upgrade in 2026
  • increase resilience against background
  • improve performance
Goal: prepare LoI’s by end of 2020 

SlideManuel Franco Sevilla LUV in charged-current b decays at LHCb

Assumptions on evolution of !ℛ(Xc)

Extrapolate !  based on Run 1 muonic !  assuming  
➡ 2× more stats starting in Run 1 from adding !  
➡ 3× more stats starting in Run 2 from better HLT (1.5×) and cross section (2×) 
➡ 2× more stats starting in Run 3 from no hardware trigger 
➡ Systematics scale with data but floor of 0.5% (optimistic) and 3% (pessimistic) 

Extrapolate !  based on Run 1 muonic !   
➡ Systematics scale with data but floor of 1% (optimistic) and 5% (pessimistic) 

Estimate the other species based on !  extrapolation and 
➡ 1/4× stats for !  from smaller BF and no feed-down 

➡ 1/16× stats for !  from !  and extra track (1/2×) 

➡ 1/6× stats for  from  ~ 1/4, extra track (1/2×), and larger Λc BF 

➡ 1/20× stats for !  from !  ~ 1/4, two slow pions and lower BF 

➡ Systematics scale with data but floor of 1% (optimistic) and 5% (pessimistic) but for !  same as !

"(D*) ℛ(D*+)
"(D*0)

"(J/Ψ) ℛ(J/Ψ)

ℛ(D*)
"(D)

"(D(*)
s ) fs/( fu + fd)

"(Λc) fΛb
/( fu + fd)

"(Λ*c ) fΛb
/( fu + fd)

ℛ(D) ℛ(D*)

!19

Run 1 LS1 Run 2 LS2 Run 3 LS3 Run 4 LS4 Run 5 LS5 Run 6
2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035 2036 2037

1.1 2.0 - - 0.3 1.7 1.7 2.2 - - - 8.3 8.3 8.3 - - - 8.3 8.3 8.3 - 50 50 50 - 50 50 fb-1

Rough assumptions 
based on BFs and 

fragmentation fractions and 
building on work from 

Patrick Owen
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Table XV Summary of the uncertainties on the R(D(⇤)) measurements. The “Other bkg.” column includes primarily con-
tributions from DD and combinatorial backgrounds. The “Other sources” column is dominated by particle identification and
external branching fraction uncertainties.

Systematic uncertainty [%] Total uncert. [%]

Result Experiment ⌧ decay Tag MC stats D
(⇤)

l⌫ D
⇤⇤

l⌫ Other bkg. Other sources Syst. Stat. Total

R(D)
BABAR a

`⌫⌫ Had. 5.7 2.5 5.8 3.9 0.9 9.6 13.1 16.2

Belleb
`⌫⌫ Semil. 4.4 0.7 0.8 1.7 3.4 5.2 12.1 13.1

Bellec
`⌫⌫ Had. 4.4 3.3 4.4 0.7 0.5 7.1 17.1 18.5

R(D⇤)

BABAR a
`⌫⌫ Had. 2.8 1.0 3.7 2.3 0.9 5.6 7.1 9.0

Belleb
`⌫⌫ Semil. 2.3 0.3 1.4 0.5 4.7 4.9 6.4 8.1

Bellec
`⌫⌫ Had. 3.6 1.3 3.4 0.7 0.5 5.2 13.0 14.0

Belled
⇡⌫, ⇢⌫ Had. 3.5 2.3 2.4 8.1 2.9 9.9 13.0 16.3

LHCbe
⇡⇡⇡(⇡0)⌫ — 4.9 4.0 2.7 5.4 4.8 10.2 6.5 12.0

LHCbf
µ⌫⌫ — 6.3 2.2 2.1 5.1 2.0 8.9 8.0 12.0

a (Lees et al., 2012, 2013)
b (Caria et al., 2020) c (Huschle et al., 2015) d (Hirose et al., 2018) e (Aaij et al., 2015c) f (Aaij et al., 2018b)

selections would then have to be adjusted as closely as
possible to these reduced areas to maximize the physics
output of the simulation. For Belle II an attractive op-
tion to increase the size of simulated samples in analyses
that use hadronic tagging would be to only generate the
low branching fraction modes actually targeted by the
tagging algorithms. See e.g. (Kahn, 2019) for a proof-
of-concept implementation using generative adversarial
networks.

It is important to note that each of these approaches
alone will not be su�cient to cover all future needs. For
instance, the FastSim implementations currently being
employed at LHCb allow for simulated events to be pro-
duced with about ten times fewer resources than with
full simulation. However, this order of magnitude im-
provement only covers the increased needs from Run 1
(3.1 fb�1) to Run 2 (6 fb�1, twice the bb cross section,
and higher e�cienty than in Run 1). Meeting the needs
for the 50 ab�1 that will be collected by Belle II, or the
300 fb�1 by LHCb, will probably involve the combined
use of the approaches listed above and perhaps others.

B. Modeling of B ! D
(⇤)

l⌫

As discussed at length in Sec. II, the predominant the-
ory uncertainties in the modeling of b ! c⌧⌫ decays arises
in the description of their hadronic matrix elements. Pre-
cision parametrizations of these matrix elements are cur-
rently achieved by either data-driven model-independent
approaches, such as fits to HQET-based parametrizations
(Sec. II.C.2), or by lattice QCD results (Sec. II.C.4),
or a combination of both. This applies to predictions
both for the ground states as well as the excited states
(Sec. II.E) that often dominate background contribu-
tions. In the case of B ! D

(⇤)
`⌫, these approaches have

led to form factors determinations whose uncertainties

only contribute at the 1–2% level in the measurements of
R(D(⇤)).

Especially for semitauonic analyses using the electronic
or muonic ⌧ decay channels, a reliable description of
B ! D

(⇤)
`⌫ semileptonic decays is a critical input, in

order to control lepton cross-feed backgrounds. The
hadronic ⌧ decay analyses also rely on these light semilep-
tonic inputs, but to a lesser extent. Finally, there is some
additional uncertainty in the modeling of the detector
resolution for the kinematic variables that these analyses
depend upon, that can be shared across results from the
same experiment.

C. B ! D
⇤⇤

`⌫ and B ! D
⇤⇤

⌧⌫ backgrounds

1. Systematic uncertainties evaluation and control

Excited D
⇤⇤ states decay to D

⇤, D
0, or D

± mesons
plus additional photons or pions, which can escape detec-
tion. As a result, both B ! D

⇤⇤
`⌫ and B ! D

⇤⇤
⌧⌫ de-

cays can easily lead to extraneous candidates in R(D(⇤))
analyses, though the former contributes only to measure-
ments that employ the leptonic decays of the ⌧ lepton.
In hadronic analyses, the corresponding background is

formed by B ! D
⇤⇤

D
(⇤,⇤⇤)

s decays. While all analyses
exploit dedicated D

⇤⇤ control samples where some of the
parameters describing these contributions are measured,
a number of assumptions are shared among the various
measurements, namely the form factor parameterization
of the B ! D

⇤⇤
l⌫ decays (Sec. II.E) and the D

⇤⇤ decay
branching fractions.

First data-driven fits of the B ! D
⇤⇤ form factors have

been performed (Bernlochner and Ligeti, 2017; Bern-
lochner et al., 2018a), but the resulting parameters—
especially for the broad states—are not yet well con-
strained. The chosen approach is, however, improvable
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cles are identified and EECL can be reconstructed. Here,
only clusters in the barrel, forward region and backward
region with energies greater than 50, 100, and 150 MeV,
respectively are included. For correctly reconstructed
normalization and signal decays, one expects no unas-
signed neutral depositions in the detector and that EECL

peaks at zero with a tail towards positive values due to
reconstruction mistakes on the tag-side, and to a lesser
extent due to beam-background depositions and noise in
the calorimeter.

To separate signal and normalization mode decays, a
boosted decision tree is trained with the following distin-
guishing features ranked in order of importance:

• Signal side cos ✓B,D⇤`: for normalization mode de-
cays this variable will be in the physical range of
[�1, 1], whereas for the signal mode large negative
values are expected.

• Approximate missing mass squared, m
2

miss
(more

details in Sec. III.C): the additional two neutri-
nos from the ⌧ decay will produce on average a
larger missing invariant mass than the normaliza-
tion mode.

• The total visible energy Evis =
P

i
Ei of all recon-

structed particles i in the event: the two additional
neutrinos from the signal mode also will reduce the
visible energy observed in the detector in contrast
to the normalization mode.

The classifier output Osig is then directly fitted along
with the EECL of the event to disentangle signal, nor-
malization, and background contributions. This is done
by exploiting the isospin relations between the charged
and neutral final states for the normalization and signal
contributions, i.e. fixing R(D(⇤) 0) = R(D(⇤) +). The
free parameters of the fit are the yields for the signal,
normalization, B ! D

⇤⇤
l⌫, and feed-down from D

(⇤)
`

components. The yields of other background contribu-
tions from continuum and B meson decays are kept fixed
to their expectation values.

Figure 13 shows the full post-fit projections of EECL as
well as those in the signal enriched region of Osig > 0.9.
The final results are

R(D) = 0.307 ± 0.037 (stat) ± 0.016 (syst) , (50)

R(D⇤) = 0.283 ± 0.018 (stat) ± 0.014 (syst) , (51)

with the first error being statistical and the second
from systematic uncertainties, and an anti-correlation of
⇢ = �0.52 between both values. The measurement is the
most precise determination of these ratios to date and
shows a good compatibility with the SM expectation.

Table X summarizes the relative systematic and sta-
tistical uncertainties on R(D) and R(D⇤). The limited
size of the simulated sample, used to define the fit tem-
plates and to train the multivariate selection, results in

Table X Summary of the relative uncertainties for the Belle
measurement of R(D(⇤)) using semileptonic tagging (Caria
et al., 2020).

Result Contribution
Uncertainty [%]
Sys. Stat.

R(D)

B ! D
⇤⇤

`⌫̄` 0.8
PDF modeling 4.4
Other bkg. 2.0
✏sig/✏norm 1.9
Total systematic 5.2

Total statistical 12.1
Total 13.1

R(D⇤)

B ! D
⇤⇤

`⌫̄` 1.4
PDF modeling 2.3
Other bkg. 1.4
✏sig/✏norm 4.1
Total systematic 4.9

Total statistical 6.4
Total 8.1

the dominant systematic uncertainty. Uncertainties from
lepton e�ciencies and fake rates cancel only to some ex-
tent in the measured ratios because of the large di↵er-
ences in the momentum spectra of signal and normal-
ization decays. This leads to a sizeable uncertainty of
the e�ciency ratios ✏sig/✏norm. Uncertainties from the
B ! D

⇤⇤
l⌫ background are less dominant.

C. LHCb untagged measurements

The measurement of decays with multiple neutrinos in
the final state is especially challenging at hadron colliders
given the typically smaller signal-to-background ratios
compared to the B-factories and the inability to e↵ec-
tively reconstruct a tag b-hadron to constrain the kine-
matics of the signal decay. These di�culties have been
overcome by taking advantage of the large data samples
of b-hadrons produced in high-energy pp collisions and by
cleverly estimating the kinematics of the signal b-hadron
based on the particles that can be reconstructed. The
measurements described in Secs. IV.C.1 and IV.C.3 make
use of the relatively clean muonic decays of the ⌧ lepton
to limit the background contributions and estimate the
B or Bc kinematics with the so-called rest frame approx-
imation (see Sec. III.C.3). The measurement detailed in
Sec. IV.C.2 takes advantage of the additional vertex that
can be reconstructed from ⌧ ! ⇡

�
⇡

+
⇡

�
⌫ hadronic de-

cays to not only reduce hadronic backgrounds by four or-
ders of magnitude, but also to estimate the momentum of
the signal B meson relatively precisely (see Sec. III.C.2).
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Figure 18 Projections of the signal fit for the LHCb measure-
ment of R(D⇤+) involving ⌧ ! ⇡

�
⇡

+
⇡

�
⌫ decays (Aaij et al.,

2018b). The four rows correspond to the four BDT bins for
increasing values of the BDT response.

Table XII Summary of the relative uncertainties for the
LHCb measurement of R(D⇤+) involving ⌧ ! ⇡

�
⇡

+
⇡

�
⌫ de-

cays (Aaij et al., 2018b).

Contribution
Uncertainty [%]

Sys. Ext. Stat.

Double-charm bkg. 5.4
Simulated sample size 4.9
Corrections to simulation 3.0
B ! D

⇤⇤
l⌫ bkg. 2.7

Normalization yield 2.2
Trigger 1.6
PID 1.3
Signal FFs 1.2
Combinatorial bkg. 0.7
Modeling of ⌧ decay 0.4
Total systematic 9.1

B(B ! D
⇤
⇡⇡⇡) 3.9

B(B ! D
⇤
`⌫) 2.3

B(⌧+
! 3⇡⌫)/B(⌧+

! 3⇡⇡0
⌫) 0.7

Total external 4.6

Total statistical 6.5

Total 12.0

will not be reduced with the increasing LHCb data sam-
ples that will be collected. Instead, additional measure-
ments from Belle II will be needed (Sec. V.E).

The result of this measurement was reported as
R(D⇤+) = 0.291 ± 0.019 ± 0.026 ± 0.013 in 2018. Tak-
ing into account the latest HFLAV average of B(B0 !
D

⇤+
`⌫) = 5.08 ± 0.02 ± 0.12)% (Amhis et al., 2019), the

result is

R(D⇤+) = 0.280 ± 0.018 (stat) ± 0.025 (syst) ± 0.013 ,

(54)
where the third uncertainty is due to the external branch-
ing fractions described above.

3. R(J/ ) with ⌧ ! µ⌫⌫

The ratio R(J/ ) was measured for the first time in
2018 by the LHCb experiment (Aaij et al., 2018a), thus
opening the possibility for the exploration of LFUV in
decays subject to very di↵erent sources of both experi-
mental and theoretical uncertainties compared to those
in R(D(⇤)). This measurement leverages two of the key
techniques developed for the muonic R(D⇤+) analysis de-
scribed in Sec. IV.C.1: the isolation BDT and the rest
frame approximation. Just as for the R(D⇤+) measure-
ment, the ⌧ lepton is reconstructed via ⌧ ! µ⌫⌫, so that
signal Bc ! J/ ⌧⌫ and normalization Bc ! J/ µ⌫ de-
cays share the same final state. The event is selected if
the only additional tracks close to the muon coming from
the ⌧ decay are a pair of oppositely charged muons that
form a vertex separated from the PV and whose invariant
mass is compatible with the J/ ! µµ decay.

The signal and normalization yields are extracted from
a four-dimensional binned maximum likelihood fit to
q
2, m

2

miss
, E

⇤
`
, and the proper time elapsed between

the production and decay of the Bc meson: the decay
time. The first three variables are calculated with the
same techniques as used in the muonic R(D⇤+) analysis
(Sec. IV.C.1). The inclusion of the decay time among the
fit variables improves the separation of Bc decays from
Bu,d,s decays, because the Bc lifetime is almost three
times shorter than that of Bu,d,s mesons.

A key di↵erence with respect to the R(D(⇤)) measure-
ments is that background contributions from partially
reconstructed Bc decays are significantly reduced thanks
to the narrow invariant mass of the J/ meson and its
clean dimuon final state. As a result of this reduction and
the overall small Bc production rate, the main sources
of background in the R(J/ ) analysis are misidentified
Hb ! J/ h

+ decays, where Hb is a more abundant b-
hadron and h

+ is a hadron incorrectly identified as a
muon, as well as random combinations of muons.

The template for the J/ h
+ contribution is estimated

by applying the the misidentification probabilities for dif-
ferent hadron species, as determined in high-purity sam-
ples of identified hadrons, to a control sample with a
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bins with equidistant bin widths for |p∗
! | ∈ (0.2, 2.2)GeV

and m2
miss ∈ (−2, 10)GeV2. The fits determine either

R(D(∗)), or the real and imaginary parts of Wilson coeffi-
cients. The preferred SM coupling is determined simultane-
ously, in order to remove explicit dependence on |Vcb|.

We construct an Asimov data set [26] assuming the frac-
tions and total number of events in Table 2, following from
the number of events in Ref. [1,24]. In the scans, the total
number of events corresponds to an approximate integrated
luminosity of 5 ab−1 of Belle II collisions. We assume events
are reconstructed in two categories targeting B → D τ ν̄ and
B → D∗τ ν̄. A fit for the real and imaginary parts of a sin-
gle Wilson coefficient plus the (real) SM coupling thus has
2 × 12 × 12 − 3 = 285 degrees of freedom.

A sizable downfeed background from D∗ mesons misre-
constructed as a D is expected in the B → D τ ν̄ channel via
both the B → D∗ τ ν̄ and B → D∗ !ν̄ decays. This is taken
into account by partitioning the simulated B → D∗τν and
B → D∗!ν events into two samples: One with the correct
m2

miss = (pB − pD∗ − p!)
2 and the other with the misrecon-

structedm2
miss = (pB−pD−p!)

2, which omits the slow pion.
This downfeed reduces the sensitivity for the case that NP
couplings induce opposite effects on the B → Dτ ν̄ versus
B → D∗τ ν̄ total rates or shapes. In addition to semileptonic
processes, we assume the presence of an irreducible back-
ground from secondaries (i.e., leptons from semileptonic D
meson decays), fake leptons (i.e., hadrons that were misiden-
tified as leptons) and semileptonic decays from higher charm
resonances (i.e., D∗∗ states). The irreducible background is
modeled in a simplified manner by assuming 10 background
events in each of the 12×12 bins, totaling overall 1440 events
per category.

Figure 1 shows the impact on the fit variables of three
benchmark models that we use to investigate the effects of
new physics:

i) The R2 leptoquark model, which sets SqLlL & 8 TqLlL
(including RGE; see, e.g., Refs. [27,28]);

ii) A pure tensor model, via TqLlL ;
iii) A right-handed vector model, via VqRlL .

For the ratio plots in Fig. 1, we fix the NP Wilson coeffi-
cients to specific values to illustrate the shape changes they
induce in |p∗

! | and m2
miss. The R2 leptoquark model and ten-

sor model exhibit sizable shape changes. The right-handed
vector model shows only an overall normalization change for
B → D τ ν̄, with no change in shape compared to the SM,
because the axial-vector B → D hadronic matrix element
vanishes by parity and angular momentum conservation. For
B → D∗, both vector and axial vector matrix elements are
nonzero, so that introducing a right-handed vector current
leads to shape and normalization changes.

Fig. 1 The ratios of differential distributions with respect to the SM,
as functions of |p∗

! | and m2
miss, for various Wilson coefficient working

points. For more details see text

Fig. 2 The B → D τ ν̄ (top) and B → D∗τ ν̄ (bottom) distributions in
|p∗

! | and m2
miss in the Asimov data set. The number of events correspond

to an estimated number of reconstructed events at Belle II with 5 ab−1

Figure 2 shows the projections of the constructed Asimov
data set, as well as the distributions expected for the three NP
models. The latter have the same couplings as those shown
in Fig. 1.

123
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Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.
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by	large	integrated	luminosity	
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like in a single channel



# 46

A toy example 
Eur. Phys. J. C           (2020) 80:883 Page 7 of 18   883 

As an example, we now use Hammer to perform such a fit
for the real and imaginary parts of the NP Wilson coefficients,
using the set of three NP models in Sect. 2.2 as templates.
These are fit to the same two truth benchmark scenarios as in
Fig. 4: a truth SM Asimov data set; and a truth Asimov data
set reweighted to the 2HDM Type II with SqRlL = −2.

Figure 4 shows in shades of red the 68%, 95% and 99%
confidence levels (CLs) of the three NP model scans of SM
Asimov data sets. For the SM truth benchmark, the corre-
sponding best fit points are always at zero NP couplings. The
derived CLs then correspond to the expected median exclu-
sion of the fitted NP coupling under the assumption the SM
is true.

We further show in shades of yellow the same fit CLs for
the 2HDM truth benchmark Asimov data set. These latter fits
illustrate a scenario in which NP is present, but is analyzed
with an incomplete or incorrect set of NP Wilson coefficients.
Depending on the set of coefficients, we see from the ∆χ2 of
the best fit points that the new physics might be obfuscated or
wrongly identified. This underlines the importance for LHCb
and Belle II to eventually carry out an analysis in the full
multi-dimensional space of Wilson coefficients, spanned by
the operators listed in Table 1.

3 The Hammer library

In this section we present core interface features and cal-
culational strategies of the Hammer library. Details of the
code structure, implementation, and use, can be found in the
Hammer manual [40]; here we provide only an overview.

3.1 Reweighting

We consider an MC event sample, comprising a set of events
indexed by I , with weights wI and truth-level kinematics
{q}I . Reweighting this sample from an ‘old’ to a ‘new’ the-
ory requires the truth-level computation of the ratio of the
differential rates

rI =
dΓ new

I /dPS
dΓ old

I /dPS
, (3)

applied event-by-event via the mapping wI "→ rIwI . The
‘old’ or ‘input’ or ‘denominator’ theory is typically the SM
plus (where relevant) a hadronic model — that is, a form
factor (FF) parametrization. (It may also be composed of
pure phase space (PS) elements, see App. A.2.) The ‘new’ or
‘output’ or ‘numerator’ theory may involve NP beyond the
Standard Model, or a different hadronic model, or both.

Historically, the primary focus of the library is reweight-
ing of b → c$ν semileptonic processes, often in multistep
cascades such as B → D(∗,∗∗)(→ DY ) τ (→ Xν)ν̄. How-

Fig. 4 The 68%, 95% and 99% CL allowed regions of the three models
under consideration, from fitting the SM (red) and 2HDM type II (yellow
and with SqRlL = −2) Asimov data sets. (Top) R2 leptoquark model
with SqLlL = 8TqLlL ; (middle) NP in the form of a left-handed tensor
coupling; (bottom) NP in the form of a right-handed vector coupling

ever, the library’s computational structure is designed to be
generalized beyond these processes, and we therefore frame
the following discussion in general terms, before returning
to the specific case of semileptonic decays.
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