
Comparison before/after the fix

• Overall,	there’s	no	huge	difference
– high	efficiency	(>~80%)	region	looks	better	on	the	left	(without	tracks)
– while	low	efficiency	(<~70%)	region	looks	better	on	the	right	(with	tracks)

• Very	slow	training	on	CPUs.	One	sec/electron.	E.g.	500	sec/epoch	for	a	batch_size=500
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Training monitors

• It	looks	not	so	nice:	spiky/unstable

• Samples	with	increased	stat	under	production	(40k)
• Ultimately	need	to	read	the	h5	files	directly	w/o	intermediate	processing
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Input tracks

• Previously	the	tracks	have	been	filled	as	empty	images
just	filled	as	0	everywhere

• Now	the	tracks	are	filled	with	these	input	variables:
energy	fraction	(p/et),	deta,	dphi,	d0

• d0	vs	z0	can	be	added	as	an	image	(to	be	tried)
• Make	comparisons	of	the	performance	before	vs	after	the	fix	(next	page)
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Comparison before/after of track recovery

• accuracy	monitored	during	the	training	epochs	increase	~0.58	à ~0.69
• roc	curve	looks	much	worse	after	adding	the	tracks..	to	be	investigated..
• Comments	from	Dominique:	nChunks (~batch	size)	needs	to	be	configured
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