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We present a new set of neural network architectures, Lorentz group covariant architectures for learning the
kinematics and properties of complex systems of particles. The novel design of this network, called LGN
(Lorentz Group Network), implements activations as vectors that transform according to arbitrary finite-
dimensional representations of the underlying symmetry group that governs particle physics, the Lorentz
group. The nonlinearity of the network is based on the tensor product of representations of the Lorentz group.
Consequently, the architecture is inherently covariant under Lorentz transformations and is capable of learn-
ing not only fully Lorentz-invariant objectives such as classification probabilities, but also Lorentz-covariant
vector-valued objectives such as 4-momenta, while exactly respecting the action of the group. Imposing the
symmetry leads to a significantly smaller ansatz (fewer learnable parameters than competing non-covariant
networks), and potentially a much more interpretable model. To demonstrate the capability and performance
of this network, we study the ability to classify systems of charged and neutral particles at the Large Hadron
Collider resulting from the production and decay of highly energetic quarks and gluons. Specifically, we
choose the benchmark task of classifying and discriminating jets formed from the hadronic decays of Lorentz-
boosted massive particles from the background of light quarks and gluon jets. We show that we are able to
achieve similar performance compared to other state-of-the-art neural networks trained to perform this clas-
sification task while also maintaining significantly broader generality regarding the structural origin of the
physical processes involved. Moreover, we present simplified invariant and covariant architectures tailored
to specific tasks with 4-vector inputs, which can be trained faster and more efficiently than the general LGN
architecture.
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