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With the wide use of deep learning in HEP analyses, answering questions beyond the classification perfor-
mance becomes increasingly important. One crucial aspect is ensuring the robustness of classifier outputs
against other observables - typically an invariant mass. Superior performance in decorrelation was so far
achieved by adversarial training. We show that a simple additive term in the loss function based on a differen-
tiable measure for independence termed distance correlation (DisCo) can achieve state-of-the-art performance
while being much simpler to train. A key experimental application that relies on independent observables is
the ABCD method for background estimation. We show that DisCo can be used to automatically construct
a pair of powerful and independent classifiers that significantly improve performance in terms of ABCD clo-
sure, background rejection, and signal contamination.
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