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The data rate may surge after some planned upgrades for the high-luminosity Large Hadron Collider (LHC)
and accelerator-based neutrino experiments. Since there is no enough storage to save all of the data, there
is a challenging demand to process and filter billions of events in real-time. Machine learning algorithms
are becoming increasingly prevalent in the particle reconstruction pipeline. Specially designed hardware
can significantly accelerate the machine learning inference time compared to CPUs. Thus, we propose a
heterogeneous computing framework called the Services for Optimized Network Inference on Coprocessors
(SONIC) to accelerate machine learning inferences with various coprocessors. With a unified interface, the
framework conveniently provides GPU as a service, using either the Nvidia Triton framework or theMicrosoft
Brainwave service as the backend. It also features the first open-source FPGA-as-a-service toolkit, using either
our hls4ml framework or the Xilinx ML Suite as the backend. We demonstrated that our method could speed
up one classification and two regression problems in the LHC experiments and ProtoDUNE-SP. By providing
coprocessors as a service, our work may assist various other computing workflows across science.
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