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Introduction

The DIRAC WMS implements the Pilot-Job paradigm

• Able to federate a large variety of heterogeneous computing
resources

• Mainly Grid Sites, Clouds, but also opportunistic resources. What
about Supercomputers?

Supercomputers represent an important computing power

• Different from the Grid Sites: integrating VO-specific workflows on
such machines through DIRAC requires work

• Each machine is unique and the landscape quickly evolves
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○○○○DIRAC WMS on Grid Sites
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○○○○DIRAC WMS on Grid Sites
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&&&& DIRAC WMS and Supercomputers

&&& Presentation

De�nition : A mainframe computer that is among the largest, fastest,
or most powerful of those available at a given time.

ˆ Twice a year, top500.org releases the list of the most powerful SC
of the world.

ˆ #1 Fugaku is composed of ARM processors and contains� 7 million
cores

ˆ #2 and #3 leverage IBM Power processors and Nvidia GPUs, and
contain � 1.5-2 million cores

ˆ In comparison, WLCG provides� 1 million cores (many additional
parameters have to be taken into account for a fair comparison
though)
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&&&& DIRAC WMS and Supercomputers

&&& Features of Supercomputers
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&&&& DIRAC WMS and Supercomputers

&&& Challenges

Software architecture (VO)

ˆ SC are many-core architecture

ˆ They can include non x86
CPUs (ARM, AMD, Power),
GPUs...

ˆ They might contain less than
2Gb/core

Distributed computing (DIRAC)

ˆ SC policies may di�er from
those of HEP Grid Sites.

ˆ They might lack of CVMFS,
outbound connectivity, external
access to the LRMS...

) SC are all made di�erently: hard to build a unique solution for all of
them
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&&&& Tackling the distributed computing challenges

&&& Overview

ˆ 1 main variable directly a�ects the chosen solution (push, pull):

+ Do WNs have an external connectivity? yes (or only via the edge
node), no

ˆ Other variables generate variations that can be added up to the
proposed solution:

+ Is CVMFS mounted on the WNs? yes, no

+ Is LRMS accessible from outside? yes, no

+ What type of allocations can we make? single-core, multi-core,
multi-node

) We will go through di�erent cases: from the easiest to the hardest
one
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&&&& Tackling the distributed computing challenges
&&& Pull model: single-core allocation

Similar to a Grid Site

ˆ Uncommon for a SC.

ˆ Often need to
collaborate with the
system administrators.
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&&&& Tackling the distributed computing challenges
&&& Pull model: Multi-core allocation

Integrated since v7r0

SC often require their users to allocate many cores or even nodes to run
a program (queue con�guration).

Fat node partition [3]

ˆ One pilot per fat node:
execute several SP/MP
jobs per allocation.

ˆ In the Queue conf, add:
LocalCEType=Pool
and
NumberOfProcessors=N.
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&&&& Tackling the distributed computing challenges
&&& Pull model: Multi-node allocation

Almost integrated in v7r1

Allows to get a large number of resources with a small number of
allocations.

Sub-Pilots (speci�c to SLURM currently)

ˆ One sub-pilot per fat
node allocated: pilots
sharing a same id,
status and output.

ˆ In the Queue conf, add:
ParallelLibrary=PL
and
NumberOfNodes=N<-M>.
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&&&& Tackling the distributed computing challenges
&&& Pull model: CVMFS not mounted on WNs

Not Integrated VO action

SC, by default, do not provide CVMFS on the WNs.

CVMFS-exec on the shared FS [2]

ˆ Mount CVMFS as an
unprivileged user.

ˆ Purely a site/admin/VO
action actually: might
need to add a
parameter in DIRAC to
ease the process.
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&&&& Tackling the distributed computing challenges
&&& Pull model: No remote access to LRMS

Integrated since v7r0 VO action

Some SC can only be accessed via a VPN (No CE, no direct SSH).

Site Director on the edge node

ˆ Directly submit pilots
from the edge node.

ˆ Would need to be
allowed to execute
agents on the edge
node.

ˆ Would need to be
updated manually.
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&&&& Tackling the distributed computing challenges
&&& Pull model: Ext. connectivity only from the edge node

Not Integrated VO action

Some SC only provide external connectivity from the edge node. Pilots
cannot directly interact with DIRAC services in this case.

Gateway

ˆ Would be installed on
the edge node (if
possible)

ˆ Would capture the Pilot
and Job calls and would
redirect them
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&&&& Tackling the distributed computing challenges
&&& Push model: No Ext. connectivity

In Progress: v7r2?

Some SC do not provide any external connectivity at all, neither on the
WNs or the edge node.

PushJobAgent

ˆ Works like a pilot
outside of the SC

ˆ Fetches jobs, deals with
inputs and outputs,
submits the application
part to a SC

ˆ Require a direct access
to the LRMS
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&&&& Tackling the distributed computing challenges
&&& Push model: No Ext. connectivity, Multi-core/node

In Progress: v7r2?

BundleCE

ˆ Would aggregate
multiple applications
into one allocation
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&&&& Tackling the distributed computing challenges

&&& Push model: No Ext. connectivity, No CVMFS

In Progress: v7r2? VO action

As it was already said, SC do not provide CVMFS by default.
CVMFS-exec cannot be used in this context.

Subset-CVMFS-Builder

ˆ Run & extract CVMFS
dependencies of given
jobs

ˆ Use
CVMFS-Shrinkwrapper
[1] to make a subset of
CVMFS

ˆ Test it & deploy it on
the SC shared FS
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