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Science Driver: Discoveries beyond the Standard

Model of Particle Physics

From “Building for Discovery - Strategic Plan for US. Particle Physics in the Global
Context” - Report of the Particle Physics Project Prioritization Panel (P5):

1) Use the Higgs boson as a new tool for discovery

2) Pursue the physics associated with neutrino mass

3) Identify the new physics of dark matter

4) Understand cosmic acceleration: dark matter and inflation
5) Explore the unknown: new particles, interactions,

and physical principles
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Hadron Collider (HL-LHC) and other HEP experiments in the 2020s
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4 The HL-LHC will produce exabytes of science data
per year, with increased complexity: an average of
200 overlapping proton-proton collisions per event.

| During the HL-LHC era, the ATLAS and CMS
o experiments will record ~10 times as much data
from ~100 times as many collisions as were used to
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discover the Higgs boson (and at twice the energy).
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HSF HEP Software Foundation (HSF) e

The HSF (http://hepsoftwarefoundation.org) was created in early 2015 as a means
for organizing our community to address the software challenges of future
projects such as the HL-HLC. The HSF has the following objectives:

e (Catalyze new common projects

e Promote commonality and collaboration in new developments to make the
most of limited resources

e Provide a framework for attracting effort and support to S&C common
projects (new resources!)

e Provide a structure to set priorities and goals for the work



Community White Paper

Many workshops, involving a diverse group

June 2017
Annecy

January 2017
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arXiv.org > physics > arXiv:1712.06982 Search.
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Physics > Computational Physics
A Roadmap for HEP Software and Computing R&D for the 2020s

Johannes Albrecht, Antonio Augusto Alves Jr, Guilherme Amadio, Giuseppe Andronico, Nguyen Anh-Ky, Laurent
Aphecetche, John Apostolakis, Makoto Asai, Luca Atzori, Marian Babik, Giuseppe Bagliesi, Marilena Bandieramonte,
Sunanda Banerjee, Martin Barisits, Lothar A.T. Bauerdick, Stefano Belforte, Douglas Benjamin, Catrin Bernius, Wahid
Bhimji, Riccardo Maria Bianchi, lan Bird, Catherine Biscarat, Jakob Blomer, Kenneth Bloom, Tommaso Boccali, Brian
Bockelman, Tomasz Bold, Daniele Bonacorsi, Antonio Boveia, Concezio Bozzi, Marko Bracko, David Britton, Andy
Buckley, Predrag Buncic, Paolo Calafiura, Simone Campana, Philippe Canal, Luca Canali, Gianpaolo Carlino, Nuno

Castro, Marco Cattaneo, Gianluca Cerminara, Javier Cervantes Villanueva, Philip Chang, John Chapman, Gang Chen,

Taylor Childers, Peter Clarke, Marco Clemencic, Eric Cogneras, Jeremy Coles, lan Collier, David Colling, Gloria Corti,
Gabriele Cosmo, Davide Costanzo, Ben Couturier, Kyle Cranmer, Jack Cranshaw, Leonardo Cristella, David Crooks,
Sabine Crépé-Renaudin, Robert Currie, Sunje Dallmeier-Tiessen, Kaushik De, Michel De Cian, Albert De Roeck,
Antonio Delgado Peris, Frédéric Derue, Alessandro Di Girolamo, Salvatore Di Guida, Gancho Dimitrov, Caterina
Doglioni, Andrea Dotti, Dirk Duellmann, Laurent Duflot, Dave Dykstra, Katarzyna Dziedziniewicz-Wojcik, Agnieszka
Dziurda, Ulrik Egede, Peter Elmer, Johannes Elmsheuser, V. Daniel Elvira, Giulio Eulisse, Steven Farrell, Torben
Ferber, Andrej Filipcic, lan Fisk, Conor Fitzpatrick, José Flix, Andrea Formica, Alessandra Forti, Giovanni Franzoni,
James Frost, Stu Fuess, Frank Gaede, Gerardo Ganis, Robert Gardner, Vincent Garonne, Andreas Gellrich et al. (210
additional authors not shown)
(Submitted on 18 Dec 2017 (v1), last revised 19 Dec 2018 (this version, v5))
Particle physics has an ambitious and broad experimental programme for the coming decades. This programme requires large
investments in detector hardware, either to build new facilities and experiments, or to upgrade existing ones. Similariy, it requires
commensurate investment in the R&D of software to acquire, manage, process, and analyse the shear amounts of data to be
recorded. In planning for the HL-LHC in particular, itis critical that all of the collaborating stakeholders agree on the software goals
and priorities, and that the efforts complement each other. In this spirit, this white paper describes the R&D activities required to
prepare for this software upgrade.
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Community White Paper & the Strategic Plan
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U.S. S212-HEP Conceptualization: Additional Criteria

Impact - Physics: Will efforts in this area enable
new approaches to computing and software that
maximize, and potentially radically extend, the
physics reach of the detectors?

Impact - Cost/Resources: Will efforts in this area
lead to improvements in software efficiency,
scalability and performance and make use of the
advances in CPU, storage and network
technologies, that allow the experiments to
maximize their physics reach within their computing
budgets?

Impact - Sustainability: Will efforts in this area
significantly improve the long term sustainability of
the software through the lifetime of the HL-LHC?
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arXiv 1712.06592

Strategic Plan for a

Scientific Software Innovation Institute (S%I%) Dec. 2017

for High Energy Physics

Interest/Expertise: Does the U.S. university
community have strong interest and expertise in
the area?

Leadership: Are the proposed focus areas
complementary to efforts funded by the US-LHC
Operations programs, the DOE, and international
partners?

Value: Is there potential to provide value to more
than one HL-LHC experiment and to the wider
HEP community?

Research/Innovation: Are there opportunities for
combining research and innovation as part of
partnerships between the HEP and Computer
Science/Software Engineering/Data Science
communities?

US-ATLAS and US-CMS Ops were integral
partners in developing this strategic plan



https://arxiv.org/abs/1712.06592

IRIS-HEP

Sustainable Software R&D objectives

1) Development of innovative algorithms for data
reconstruction and triggering;

2) Development of highly performant analysis
systems that reduce “time-to-insight” and maximize
the HL-LHC physics potential; and

3) Development of data organization., management
and access systems for the community’s upcoming
Exabyte era.

4) Integration of software and scalability for use by
the LHC community on the Open Science Grid,
the Distributed High Throughput Computing
infrastructure in the U.S.

“@ IRIS-HEP funded as a 5 year project from 1 Sep, 2018

YN

The plan for IRIS-HEP reflects a community vision
developed by an international community process
organized by the HEP Software Foundation
(https://hepsoftwarefoundation.org). The S212-HEP
conceptualization project (http://s2i2-hep.org) derived a
Strategic Plan from the community roadmap which
would leverage the strengths of the U.S. university
community. IRIS-HEP aims to function as an
intellectual hub for the national and international HEP
community, through training, community workshops and
the development of wider collaborations with the larger
computer and data science communities.
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IRIS-HEP Structure and Executive Board

Executive Board

Metrics
I nstitute Challenges Advi so ry The IRIS-HEP Executive Board manages the day to day activities of the Institute.
Management Y Services ‘ :
Opportunities
GOVERNANCE Intellectual Hub

X
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-
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Th e E X e Cutive B o ar d m e e t S W e e klyo Area Lead Coordinator Coordinator SSL Area Lead Director
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IRIS-HEP Team

http://iris-hep.org/about/team

About 28 FTEs of funded
effort spread over a larger
number of people from 18
universities/institutions

Gender Diversity

Exec Board: 10%

Subaward Pls: 16.7%

Full Team: 17%

For comparison:
CoDaS-HEP 2019: 25.9%
US-CMS Physicists 2017: 16%
US-CMS Grad Students 2017: 17%

Systoms
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Management and Coordination

Analysis Systems
Coordinator(s)
K. Cranmer

Data Organization, Mgt
and Access Coordinator(s)
B. Bockelman

Innovative Algorithms

Coordinator(s)
H. Gray, D. Lange

Ex-officio: Project Co-Pls

Observers: US-LHC Ops reps.,
OSG Exec. Director

1| Executive Director
: Project PI

P. Elmer

Deputy Director
G. Watts

OSG-LHC Services
Coordinator
F. Wuerthwein

al

Scalable Systems
Laboratory Coordinator
R. Gardner

R |

Blueprint
Coordinator
M. Neubauer

IRIS-HEP Executive Board

.

Training, Education and
Outreach Coordinator
S. Malik
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Steering Board |r|s

Represents the major stakeholders and partners for the IRIS-HEP project. Will meet
quarterly with the IRIS-HEP Executive Board to learn the status of the project and
provide feedback on the large scale priorities and current strategy of the Institute.

The steering board meets quarterly with —

Princeton University

Worldwide LHC

.
Institut -Pl and
th e eXe Cutlve b O ard : Institute Pl and g:;;uLtlyeEZZcutz/,; US ATLAS Ops Computing Grid

Executive Director Director CMS Experiment Program (WLCG)
https://indico.cern.ch/category/10989/

https://iris-hep.org/about/steering-board

Graeme Stewart Ken Bloom
CERN University of Nebraska -
Lincoln

David Costanzo
Sheffield

US CMS Ops HEP Software Interim OSG Council
ATLAS Experiment Program LHCb Experiment Foundation (HSF) Chair


https://indico.cern.ch/category/10989/
https://iris-hep.org/about/steering-board

Advisory Panel

Provides annual non-stakeholder feedback on the
goals and evolving project plans, and evaluates
how well the institute is achieving its overall
mission as defined with NSF. The Advisory Panel
consists of 7 fixed members with an option of
inviting ad-hoc additional members as needed for
particular topics.

The first in-person meeting with the Advisory
Panel took place on 9 September, 2019:

https://indico.cern.ch/event/840467/

.
-~

Peter Couvares
Caltech

Dave Brown

Lawrence Berkeley

National Laboratory

Bob Cousins
University of California,

Los Angeles

Mike Norman

San Diego
Supercomputer Center &
University of California,

San Diego

Young-Kee Kim
University of Chicago

Elisabeth Sexton-
Kennedy
Fermi National

Accelerator Laboratory

Kerstin Kleese van
Dam
Brookhaven National

Laboratory
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IRIS-HEP Innovative Algorithms Highlights

Parallel tracking contributions to MkFit

Tracking contributions to ACTS

Esoof---- ‘f‘ """ T pull of LOC1
Develop track finding/fitting g : : i 2 ,
implementations that work FOp P Development of the Kalman Filter %:Zzz: j:eong
efficiently on many-core 2 S S S . Porting ACTS seeding codetorun & '
architectures (vectorized and < S U on GPUs 8000
parallelized algorithms): 20 Developing connections with other ~___+
4x faster track building w/ oo e PR e T experiments (e.g. Belle-2, JLAB) - g;?gg\g:'
similar physics performance in =— ™ who may be interested in using 2000
reallstlc.benchmark Jg,@% %@ % “%/@opo%, ACTS o i "_%Lom
comparisons N e

ML on FPGAs contributions to ML4Jets establishing and curating common

HLS4ML/FastML metrics and data sets

. o N ———— ° Aim to connect with diverse - B s
identifying specific use cases 618175 Bt a0 i) segments of machine learning L B o
and operational scenarios for N baureResNets0 PR community. Strong connections s |00 0 R Tl
use of FPGA-based algorithms g = . with theoretical community e
meperimentsofare . gpy erested n ot physics PSS
trigger, eyent rec.onstruct|on v w F W ¥ e  Tree Neural network approach T
or analysis algorithms L i 5o ow @ @ 8 demonstrated on reference

https:/arxiv.org/pdf/1904.08986.pdf #5555 dataset https:/arxiv.org/pdf/1902.09914.pdf 13

Batch size
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S X ServiceX / Intelligent Data Delivery .

Prototype Phase — Used in analysis by early adopters

DOMA (Data Organization, Management, Access)

Fundamental R&D related to the central challenges of organizing,
managing, and providing access to exabytes of data from
processing systems of various kinds.

Data Organization: Improve how HEP data is serialized and stored. E Bl Batoryfocuns
Data Access: Develop capabilities to deliver filtered and transformed event (e.g. TO or sim)
streams to users and analysis systems. f‘- Data Store/Lake
Data Management: Improve.and deploy di.stribut.ed storage infrastructure . Intelligent Data
spanning multiple physical sites. Improve inter-site transfer protocols and s Delivery Service (iDDS)
authorization. Bufaitaia

L gerhe

Low-latency delivery of
numpy-friendly data
transformed from experiment
custom formats enabling the

use of community supported I “ .
dat ' tools. i 1
(ejlo%tsggfglq(\:/ﬁtho,ﬁ?nglysis Systems) T Jupyter Notebook

- Areas where DOMA
team is working




Analysis Systems Data Flow and Projects ms

Capture & Reuse

- Coffea

—
DOMA SSL SSL
Archiving,

Scan data, explore Fittin ..
) XP & publication,

reinterpretation,
etc.

Production System
Analysis Files

with histograms, manipulation, limit
making plots extrapolation

- boost-histogram, aghast, hist - pyhf; HistFactory v2 - Analysis Database
- - - uproot, awkward - GooFit; AmpGen,; zfit - Recast
) !.everage & align with -mpl-hep - Particle, DecaylLanguage - CAP/INSPIRE/HEPDATA
industry - Parsl - Conda-Forge ROOT

- Training & workforce

development { i}

Partner Focus Area Analysis Systems, analysis & declarative languages
(underlying framework)




Analysis Systems - Data Query

Production &
Simulation

e ServiceX (IDDS) - Collaboration with DOMA to serve analysis data in a

“columnar form”.

e Awkward Array - HEP-style column-wise data in the python ecosystem

for manipulating the data

e Coffea - column-oriented framework for analysis (developed initially at

FNAL in the US CMS context)

=

IDDS
&
ServiceX

BS\iris
©hep

sttt o R & mnrtn
S o g ey e

Designed for high
speed data delivery

/

Av —> SBEK
o,

Coffea

Full chain to make a Z
mass peak in electron
data!

o Builds on top of other backends allowing execution on Spark- or

HTCondor-based resources.


https://ssl-hep.github.io/ServiceX
https://github.com/scikit-hep/awkward-array
https://github.com/CoffeaTeam/coffea

Analysis Systems

Develop sustainable analysis tools to extend the |

physics reach of the HL-LHC experiments.

« create greater functionality to enable new techniques, L , ]
*reducing time-to-insight and physics, _ _
-lowering the barriers for smaller teams, and Data Query, histogramming,
« streamlining analysis preservation, reproducibility, and plotting, statistical models,
reuse. fitting, argh_lylng, o
reproducibility, publication
Statlstlcal MOdeIlng Language and TOOI _ B,S‘pmdudmﬂ ba 0> Xo °)' BﬂGeV‘AT\:AS'—CONVFVZDW—H'
lelt mction % 1600:— A'li'LAs Prellmmary E
Rewritten from C++ in Python to use C++: 10+ hours ™ —%==5 E
differentiable TensorFlow or PyTorch as back end. pyhf: 30 minutes _; ‘ E
Zikelihoods woh. E
GPU acceleration comes for “free” E
Just released and being incorporated into Analyses Now e

Built into SciKit-HEP, a suite of packages that are being adopted by the community



Analysis Systems - Statistical Models

Build statistical models from binned distributions
and data
o Common last step in analysis to statistically
characterize discovery or determine limits
Already used by ATLAS

Python library published in the native Python
ecosystem.
Leverages open source libraries as backends for
efficient vectorized computation
o  NumPy, TensorFlow, PyTorch
o Allows external experts do the “heavy lift” of
implementing hardware acceleration (on
GPUs, TPUS), not physicists.
Enhances reproducibility of statistical model
o Allows publications to include full likelihood
data on HEPData.

m(xy) [GeV]

.Xf.erentiable

YLikelihoods

b, by production ; b, »b 7, - b h %, ; M(F) = 60 GeV ; ATLAS-GONF-2019-11
— —— :

B ™ T T L B e A

ATLAS Preliminary

Vs=13TeV, 139.0 fb™

All limits at 95% CL

- - - Expected Limit roundtripl1(1r1 Gexp)
- - Expected Limit (ROQT) (+16 |

Expected Limit (pyhf) d(t_' cexp"j

Observed Limit (roundtrip)

QObserved Limit (ROOT)

Observed Limit (pyhf)
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200~

L — T IR
400 1200 1400 _ 1600
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(ATL-PHYS-PUB-2019-029)

Shown to reproduce results but faster!
ROOT: 10+ hours pyhf: < 30 minutes
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Preservation & Reinterpretation

The field is at a tipping point, DIANA/DASPQOS/IRIS-HEP
contributions have been transformational.

Archiving Real ATLAS Analyses

Using Industry Standard Software Packaging to archive analysis:
* Linux Containers ("Docker")
* Integrated into existing analysis infratructure
(revision control, continous intergration, grid computing)

Plain-text JSON formats to capture commands and workflows
Close coordination with CERN Analysis Preservation / Reuse Projects

=\ CERN s
@ Analysis Preservation i

S

o,

/|
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THE RISE OF

OPEN
SCIENCE
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PERSPECTIVE

Corrected: Publisher Correction OPEN

Open is not enough

Xiaoli Chen'?, Siinje Dallmeier-Tiessen™, Robin Dasler'", Sebastian Feger'?, Pamfilos Fokianos',

', HarriHirvol , Di idis', Artemis Lavasa’, Salvatore Mele',
Diego Rodriguez Rodriguez', Tibor Simko™, Tim Smith', Ana Triso na Trzcinska',
loannis idis', Markus Zil ', Kyle Cranmer®, Lukas Heinrich®, Gordon Watts’,
N sie bert®

MichaelHildreth?, LaraLloret Iglesias®, Katil. Pe i* and Sebasti:

" The solutions adopted by the high-energy physics community to foster reproducible research are examples of best practices
ly. P -




Scalable Systems Laboratory (SSL) © Ifrllécb

Goal: Provide the Institute and the
HL-LHC experiments with scalable
platforms needed for development in
context, perform facilities and systems
R&D

e Provides access to infrastructure and
environments

e QOrganizes software and resources
for scalability testing

e Does foundational systems R&D on
accelerated services

e Provides the integration path to the
OSG-LHC production infrastructure

LHC DevOps
Other HEP




Open Science Grid - LHC

The OSG is a consortium dedicated to the advancement of all of
open science via the practice of Distributed High Throughput

Site (None)
Computing, and the advancement of its state of the art. B R, o o gt
* |RIS-HEP supports LHC operations and development of the B e T e A SR
consortium. g e sureg | %o BTG
Millions of Hours/Day 241 2 Months DT I ¢ et
5 %y % n}aexico‘:‘" -
4 Sl o
3
2 * Work to separate local site hardware and
1 software support by moving services into
containers.
zg%ays ago 14 days ago Now  Transitioning security service to use tokens

Particle physicists all over the world depend on these services and scheduling of processing hours (~10,000)



Intellectual Hub - Building Community & Vision

Sponsorship and/or (co-)organization (HSF, etc.) of relevant community workshops and

Joint HSF, OSG & WLCG Meeting

1A : | i) 2 the TrackML Challenge
AN iy j Ty qrand finale

TrackML Challenge: grand finale

Connecting The Dots 2020
https://indico.cern.ch/event/831165/ gmw 200
ttps://indico.cern.ch/event/813759/
2 @ ﬂ @ \ Workshop on
Analysis De

scription Languages e
MARCH 18-22,2019 for the LHC M QG

Jefferson Lab » Newport News, Virginia, USA

6-8 May 2019, Fermilab LPC . PRRAS
https://indico.cern.ch/event/769263/

htt s://indio.cern.ch/event/769263/ Machine Lea ming and the Physical
PyHEP 2019 Sciences
(16-18 October, 2019)

ML4Jets
(15-17 January, 2020)

https://indico.cern.ch/event/759388/

Are. 3 nd Computng chal nges i
CHEP 20197

W -;:;l" =

Tracking workshop for HEP

https://indico.physics.Ibl.gov/indico/event/712/

Full list: https://iris-hep.org/events.html tts //indico.cern. ch/event/813325/
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https://iris-hep.org/events.html

PyHEP Workshop Series @ Irs

PyHEP is a series of workshops started in 2018 to discuss
and promote the usage of Python in the HEP community at
large. It has been supported by DIANA/HEP, and now
IRIS-HEP, in collaboration with HSF.

PyHEP 2020 will soon be announced: 11-13 July, 2020 in
Austin, TX, partially overlapping with the SciPy 2020
conference, also in Austin, TX

This is not just a “programming language” issue, it is a key
place where HEP can explore how to interact with, learn
from, contribute to, and perhaps lead areas in the larger
scientific, data science and ML communities. (Including use

_ _ e ) A growing community: 38

of open data, experimentalist - theorist interactions, etc.) participants at PyHEP 2018, 55
participants at PyHEP 2019,
aiming for 80-100 participants at
PyHEP 2020

A consistent message from our students and postdocs who
transition to industry and other fields is that we teach them
great skills, but they are limited initially by only knowing
HEP-only tools.


http://diana-hep.org/
https://iris-hep.org/
http://hepsoftwarefoundation.org/activities/pyhep.html
https://indico.cern.ch/e/PyHEP2020
https://www.scipy2020.scipy.org/

Training and Education - Sustainability/Scalability irrmiéc'p

HEP Software Training

CoDaS-HEP (US)

CERN school of computing \ Tier 3 / GridKa school (DE)
MLHEP school (EU) N / INFN ESC school (IT)
<

Industry (Intel, NVIDIA, ...)%. /
>

Advanced Ph.D. Students, Postdocs, Senior CMSDAS
Advanced ROOT\> f ATLAS tutorial series
. Experiment & i
Geantd \ HEP domain P LHCb starter kit
, software
ROOT Data
/ Python
/ Git

trainin L
g training
Data science Carpentries “
niversi Uni
o \ University workshops / e

\> ol tailored for HEP

Programming

This is a general framework for training, but from the NSF we have funds from both IRIS-HEP (OAC-1836650) and a separate
project FIRST-HEP (OAC-1829707, OAC-1829729, http://first-hep.org) which are working towards implementing this model.


http://first-hep.org

Training Survey

In early 2019, we did a survey of training needs (link for results summary), 334

people responded!

Random Number Generators
Julia
Other languages

Notebook applications
Geant4

Jenkins/Travis or other continuous integration systems
ROOT

RooFit

Pandas

SciKit-Learn

Git

Event generators

Big Data Tools
TensorFlow/Theano/Keras
Software engineering
Software Performance Measurement/Optimization
Statistical toolkits
Programming for accelerators
Statistical methods

Parallel Programming

C++

Python

Machine Learning methods
Machine learning tools
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0.4 0.6
Fraction of answers
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https://indico.cern.ch/event/759388/contributions/3315848/attachments/1816082/2968198/training_how2019.pdf

Inspirations THE
LC

CARPENTRIES

SO Deatry  AboutThe Carpentries Curricul

e Data Carpentry: Genomics
https://carpentries.org  Data Carpentry: Geospatial

e Data Carpentry: Social Sciences
e Library Carpentry
e Software Carpentry (All Workshops)
e Software Carpentry (Plotting and Programming in Python)
STARTERKIT e Software Carpentry (Programming with Python)
e Software Carpentry (Programming with R)
ﬂ e Software Carpentry (R for Reproducible Scientific Analysis)
LHCb
it Key insight: thinking of training as a community building

exercise. And not only for the “student” participants, but
https://lhch.github.io/starterkiy @ISO for the “instructors”.



https://carpentries.org
https://lhcb.github.io/starterkit/

Training, Education and Outreach Events (@ s

Upcoming events:

e 27-29 Nov, 2019 - Software Carpentry at CERN
o  CERN, Geneva, Switzerland
o Indico page

Past events:

e 9-21 Aug, 2019 - ATLAS Software Carpentries Training
o  Lawrence Berkeley National Laboratory
o Indico page
e 22-26 Jul, 2019 - Computational and Data Science for High Energy
Physics (CoDaS-HEP) 2019 School
o  Princeton University
o  Webpage
e 10Jun, 2019 - FIRST-HEP/ATLAS Software Training
o  Argonne National Laboratory
o Indico page

) hep

3-4 Jun, 2019 - An introduction to
programming for STEM teachers
o University of Puerto Rico at Mayaguez
o Indico page
24-26 Apr, 2019 - Machine Learning
Hackathon for UPRM Students
o University of Puerto Rico at Mayaguez
o Indico page
1-2 Apr, 2019 - Software Carpentry Workshop
o  Fermi National Accelerator Laboratory
o Indico page

In collaboration with FIRST-HEP (http:/first-hep.org), the Carpentries (https://carpentries.org) and others


https://indico.cern.ch/event/834411/
https://indico.cern.ch/event/816946/
http://codas-hep.org/
https://indico.cern.ch/event/827231/
https://indico.cern.ch/event/817539/
https://indico.cern.ch/event/809812/
https://indico.fnal.gov/event/20233
http://first-hep.org
https://carpentries.org
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Summary

e |RIS-HEP was funded on September 15, 2018

o We are approaching the end of the design phase

o Projects in all phases (design, prototype, and production) exist.

o  We are fully staffed, ~30 FTE’s

o  Full description of projects available on our website, http://iris-hep.org

e Community Impact
o Software is being adopted by others, in some cases dramatically.
o Facilities work in SSL and OSG is leading the international field
e Community Outreach

o  We've reached almost 1000 people with our workshops, and another 300 with our training
efforts

o  We continue to organize Blueprint workshops to build community consensus.

e Next
o Start “Execution Phase” September 2020
o  Work on integrating projects in prototype stage into coherent and scalable software for the
community
o The “Snowmass Process-2021” provides an opportunity for us to update the Community White
Paper/Roadmap.



http://iris-hep.org/

