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 Neutrinos in Nuclear Media

●One common theme of the experiments 
mentioned: they rely on large A 
materials (Fe, Ar, C, H

2
O etc.)

●Problem: nuclear effects caused by 
nucleons bound in a nucleus distort the 
measured kinematics of the neutrinos.

●Two detectors will not solve your 
problem: these effects modify the near 
and far energy spectra differently.

●Effects not well understood in neutrino 
physics. General strategy has been to 
adapt nuclear effects from electron 
scattering into neutrino scattering.

Neutrino scattering 
is 

straightforward...

...Until it's not!

E
had

Introduction
• Oscillation probability depends on neutrino energy Eν
• We need to reconstruct the neutrino energy precisely

• Neutrino energy reconstruction is obtained using the final state particles of 
neutrino-nucleus interactions
• Fully active experiments reconstruct the energy using:  Eν=Elepton+hadron

• Nuclear effects modify the kinematics of the particles and the reconstruction of 
the neutrino energy
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Neutrino Scattering 
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• Understanding neutrino interactions is challenging 
• Modeling the interactions and measuring them present different types of challenges

What Do We Need to Simulate?
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Nuclear 
long range
correlations (RPA)

Nucleon form factors
Nuclear short 
range correlations

Final State Interactions

Fermi motion
Pauli blocking

Removal Energy

νμ
μ

Meson Exchange Currents (MEC=2p2h)

Quasi-elastic Resonant pion Deep inelastic 

2p2h describes MEC
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• Final state interactions (FSI):
- Due to final state interactions, particles can interact with nucleons, pions can be 

absorbed before exiting the nucleus, and other nucleons get knocked out

• Nuclear effects modify the true/reco neutrino energy                                 
relationship and final-state particle kinematics!
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Cheryl Patrick, Northwestern University

So what counts as a quasi-elastic?

19

Remember that we are trying to help oscillation experiments. To decide how to 
define a quasi-elastic, we should think about them: what are their detectors like? 

What energies do they operate at? How do CCQE events look in them?

Resonant events that fake CCQE?
Initially QE events with final-state pions?

“Quasi-elastic” 2p2h scattering?

We looked at two “similar” analyses from 
MINERvA and MiniBooNE… but in fact they 
used different definitions for what counted 

as CCQE. What should we use?

νμ

Neutron
Proton

Only proton and muon escape

absorbed by 
the nucleus

Example of Nuclear Effects (Final State Interactions)

Start as a RES interaction, the pion is absorbed 
and the interaction looks QE like in our detector

μ

Final state interactions [FSI]

Plan
MC in experiment

Neutrino interactions

Nuclear effects
Fermi gas
Spectral function
Final state interactions
Intranuclear cascade
FSI in GENIE

Generating splines

Generating events

Analyzing an output

Tomasz Golan MINERvA101 GENIE 14 / 45

Two models available: hA and hN

μ
π
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Detailed Understanding of Neutrino Interactions is Critical for Oscillation 
Experiments 
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The most important systematics
• Neutrino cross sections

• Particularly nuclear effects
(RPA and MEC)

• Neutron uncertainty

•Example of different models for multi-nucleon effects compared to NOvA Near 

Detector data

MINERvA MEC: Theoretical prediction from Valencia Model PRC 70, 055503 (2004) tuned with MINErvA data 
NOvA MEC: GENIE Empirical MEC tuned with NOvA ND data

Fermilab Wine and Cheese Seminar,
June 15 2018, Alex Himmel

νμ
μ

 nucleons

MINERvA
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Source of uncertainty for oscillation experiment 
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TABLE XX: Relative uncertainty (1�) on the predicted rate of ⌫µ CC and ⌫e CC

candidate events.

Source of uncertainty ⌫µ CC ⌫e CC

Flux and common cross sections

(w/o ND280 constraint) 21.7% 26.0%

(w ND280 constraint) 2.7% 3.2%

Independent cross sections 5.0% 4.7%

SK 4.0% 2.7%

FSI+SI(+PN) 3.0% 2.5%

Total

(w/o ND280 constraint) 23.5% 26.8%

(w ND280 constraint) 7.7% 6.8%

FIG. 26: Total error envelopes for the reconstructed energy distributions of ⌫µ CC (left)

and ⌫e CC (right) candidate events, using typical oscillation parameter values, with and

without the ND280 constraint applied.

77

T2KNOvA

νμ, which constrains the νe beam background. We also use
the observed distributions of time-delayed electrons from
stopping μ decay in each analysis bin to constrain the ratio
of νμ CC and NC interactions. The resulting decomposition
of the selected νe candidate sample at the ND therefore
agrees with the data distribution by construction. The
nominal and constrained predictions are shown compared
to the data distribution in Fig. 5.
The corrections to the beam νe, NC, and νμ CC

components are extrapolated to the FD core sample using
the bin-by-bin ratios of the FD and ND reconstructed
energy spectra, for each of the three CVN ranges. The
predicted beam backgrounds in the FD peripheral sample
are corrected according to the results of the extrapolation
for the highest CVN bin in the core sample (see Fig. 5). The
sum of the final beam-induced background prediction and
the extrapolated signal for given oscillation parameters is
added to the measured cosmic-induced backgrounds to
compare to the observed FD data.

V. SYSTEMATIC UNCERTAINTIES

We evaluate the effect of potential systematic uncertain-
ties on our results by reweighting or generating new
simulated event samples for each source of uncertainty
and repeating the entire measurement, including the extrac-
tion of signal and background yields, the computation of
migration matrices, and the calculation of the ratios of FD
to ND expectations using each modified simulation sample
and applying our constraint procedures.
The effect of each of these uncertainties on the predicted

yields of selected νe CC candidate events is contained in

Table V. We estimate the effects on the extracted oscillation
parameters sin2 θ23, Δm2

32, and δCP in the joint fit to be as
given in Table VI. These are negligibly different from a νμ -
only fit.
The largest effects on this analysis stem from uncertainty

in our calibrations and energy scales, in the cross section
and final-state interaction (FSI) models in GENIE, and in the
impact of imperfectly simulated event pileup from the
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FIG. 5. The effect of the decomposition and constraint pro-
cedure on the predicted ND candidate νe spectrum; the stacked
histogram shows corrected backgrounds (from bottom, beam νe,
νμ CC, and NC). The three panels show the results for each of the
CVN classifier bins, ranging left to right from lower to higher
purity. Predictions for each background class prior to correction
are given by the dashed lines. The overall corrections to the
normalizations of the yields by category are beam νe CC,þ3.0%;
NC, þ17.0%; and νμ CC, þ18.9%.

TABLE V. Effect of 1σ variations of the systematic uncertain-
ties on the total νe signal and background predictions. Simulated
data were used and oscillated with Δm2

32 ¼ 2.445 × 10−3 eV2=c4

(NH), sin2 θ23 ¼ 0.558, δCP ¼ 1.21π.

Source of uncertainty νe signal (%)
Total beam

background (%)

Cross sections and FSI 7.7 8.6
Normalization 3.5 3.4
Calibration 3.2 4.3
Detector response 0.67 2.8
Neutrino flux 0.63 0.43
νe extrapolation 0.36 1.2

Total systematic uncertainty 9.2 11
Statistical uncertainty 15 22

Total uncertainty 18 25

TABLE VI. Sources of uncertainty and their estimated average
impact on the oscillation parameters in the joint fit. This impact is
quantified using the increase in the one-dimensional 68% C.L.
interval, relative to the size of the interval when only statistical
uncertainty is included in the fit. Simulated data were used and
oscillated with the same parameters as in Table V. Given the
asymmetry of the sin2 θ23 interval with respect to its best-fit
value, only the change in the upper edge is included. The total
systematic uncertainty is calculated by adding the individual
components in quadrature.

Source of
uncertainty

Uncertainty
in sin2 θ23
(×10−3)

Uncertainty
in Δm2

32

(×10−6 eV2=c4)
Uncertainty

in δCP

Calibration þ7.3 þ27= − 27 #0.05π
Cross sections
and FSI

þ6.9 þ14= − 19 #0.08π

Muon energy
scale

þ2.4 þ8.5= − 12 #0.01π

Normalization þ4.4 þ7.3= − 12 #0.05π
Detector
response

þ0.8 þ6.2= − 7.7 #0.01π

Neutrino flux þ1.1 þ4.0= − 4.4 #0.01π
νe extrapolation þ0.1 þ0.2= − 0.7 #0.01π

Total systematic
uncertainty

þ12 þ33= − 38 #0.12π

Statistical
uncertainty

þ38 þ75= − 84 #0.66π

Total uncertainty þ40 þ82= − 92 #0.67π

NEW CONSTRAINTS ON OSCILLATION PARAMETERS … PHYS. REV. D 98, 032012 (2018)

032012-9

Phys. Rev. D 91.072010 Phys. Rev. D 98.032012
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• We are using heavy targets for oscillation experiments, such as carbon and liquid argon
• The field of oscillation experiments are getting more statistics: accelerators are doing 

better than ever, and detectors are getting bigger 

Present and Future 
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Near Detector Complex

8-Aug-20196 A.Weber  |   DUNE - Precision Neutrino Observatory of the Future

• Four main components, working 
together:

1. Liquid argon detector 
(ArgonCube)

2. Downstream tracker with 
gaseous argon target 
(MPD)

3. LAr and GAr systems can move 
to off-axis fluxes 
(DUNE PRISM)

4. On-axis flux monitor with 
neutron detection capability 
(3DST-S)

• High statistics constrains
- Cross section & Flux

Capabilities of the DUNE 

Near Detector Complex

K. McFarland (6-Aug, 16:45)

SBND
ICARUS

DUNE Near Detector  
Complex detector, main components: 
Liquid argon+downstream tracker  
with gaseous argon target  

Detectors can move to off-axis fluxes 

Near Detector Complex

8-Aug-20196 A.Weber  |   DUNE - Precision Neutrino Observatory of the Future

• Four main components, working 
together:

1. Liquid argon detector 
(ArgonCube)

2. Downstream tracker with 
gaseous argon target 
(MPD)

3. LAr and GAr systems can move 
to off-axis fluxes 
(DUNE PRISM)

4. On-axis flux monitor with 
neutron detection capability 
(3DST-S)

• High statistics constrains
- Cross section & Flux

Capabilities of the DUNE 

Near Detector Complex

K. McFarland (6-Aug, 16:45)
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Neutrino Experiments

• Introduction
• Motivation
• Overview of cross section measurements
• Charged current quasi-elastic
• Pion production
• Charge current inclusive 
• Deep inelastic 
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3 The NOMAD detector

The NOMAD detector [29] consisted of an active target
of 44 drift chambers with a total fiducial mass of 2.7 tons,
located in a 0.4 Tesla dipole magnetic field as shown in
Fig. 1. The X ×Y ×Z total volume of the drift chambers
is about 300× 300 × 400 cm3.

Drift chambers [37], made of low Z material served
the dual role of a nearly isoscalar target1 for neutrino in-
teractions and of tracking medium. The average density
of the drift chamber volume was 0.1 g/cm3. These cham-
bers provided an overall efficiency for charged track re-
construction of better than 95% and a momentum resolu-
tion which can be approximated by the following formula
σp

p ≈ 0.05√
L

⊕ 0.008p√
L5

, where the momentum p is in GeV/c

and the track length L in m. Reconstructed tracks were
used to determine the event topology (the assignment of
tracks to vertices), to reconstruct the vertex position and
the track parameters at each vertex and, finally, to iden-
tify the vertex type (primary, secondary, etc.). A transi-
tion radiation detector (TRD) [38,39] placed at the end
of the active target was used for particle identification.
Two scintillation counter trigger planes [40] were used to
select neutrino interactions in the NOMAD active target.
A lead-glass electromagnetic calorimeter [41,42] located
downstream of the tracking region provided an energy res-
olution of 3.2%/

√

E[GeV]⊕1% for electromagnetic show-
ers and was crucial to measure the total energy flow in
neutrino interactions. In addition, an iron absorber and
a set of muon chambers located after the electromagnetic
calorimeter was used for muon identification, providing
a muon detection efficiency of 97% for momenta greater
than 5 GeV/c.

The NOMAD neutrino beam consisted mainly of νµ’s
with an about 7% admixture of ν̄µ and less than 1% of
νe and ν̄e. More details on the beam composition can be
found in [30].

The main goal of the NOMAD experiment was the
search for neutrino oscillations in a wide band neutrino
beam from the CERN SPS [43,44]. A very good quality
of event reconstruction similar to that of bubble chamber
experiments and a large data sample collected during four
years of data taking (1995-1998) allow for detailed studies
of neutrino interactions.

3.1 Reconstruction of QEL events in the NOMAD
detector

A detailed information about the construction and perfor-
mance of the NOMAD drift chambers as well as about the
developed reconstruction algorithms is presented in [37].
Let us briefly describe some features relevant to the cur-
rent QEL analysis. The muon track is in general easily
reconstructed. However, when we study protons emitted
in the νµ QEL two-track candidates we deal with protons

1 the NOMAD active target is nearly isoscalar (nn : np =
47.56% : 52.43%) and consists mainly of Carbon; a detailed de-
scription of the drift chamber composition can be found in [37]
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Fig. 1. A side-view of the NOMAD detector.

with momentum well below 1 GeV/c and with emission
angle above 60 degrees. For positive particles in the up-
ward hemisphere of the NOMAD detector such conditions
mean that these particles are almost immediately making
a U-turn due to the magnetic field. There were no spe-
cial efforts invested into tuning the NOMAD reconstruc-
tion program to reconstruct this particular configuration
(which is rather difficult due to the fact that these protons
are in the 1/β2 region of ionization losses, traversing much
larger amount of material, crossing drift cells at very large
angles where the spacial resolution of the drift chambers is
considerably worse and where a large amount of multiple
hits is produced, etc.). Some of these effects are difficult
to parametrize and to simulate at the level of the detec-
tor response in the MC simulation program. Thus, the
reconstruction efficiencies for this particular configuration
of outgoing protons could be different for the simulated
events and real data.

Let us stress, however, that for protons emitted down-
wards we observed a good agreement between data and
MC.

In the current analysis it was important to disentangle
the reconstruction efficiency effects discussed above from
the effects induced by intranuclear cascade (which could
change the proton kinematics and thus introduce drastic
changes in the final results due to the efficiency mismatch
between simulated and real data). In order to get rid of an
interplay between these two effects it was crucial to choose
the region in the detector with a stable reconstruction effi-
ciency. This could be achieved by selecting νµ QEL events
where protons are emitted in the lower hemisphere of the
NOMAD detector. This approach allowed to find the best
set of parameters for description of the intranuclear cas-
cade.

The most upsteam drift chamber was used as an addi-
tional veto to remove through-going muons from neutrino
interactions upstream of the NOMAD active target. This
is crucial for the study of single track events.Minerba Betancourt/Moriond QCD 2014

• Fine-grained scintillator tracker surrounded by calorimeters

The MINERvA Experiment
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of 44 drift chambers with a total fiducial mass of 2.7 tons,
located in a 0.4 Tesla dipole magnetic field as shown in
Fig. 1. The X ×Y ×Z total volume of the drift chambers
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Drift chambers [37], made of low Z material served
the dual role of a nearly isoscalar target1 for neutrino in-
teractions and of tracking medium. The average density
of the drift chamber volume was 0.1 g/cm3. These cham-
bers provided an overall efficiency for charged track re-
construction of better than 95% and a momentum resolu-
tion which can be approximated by the following formula
σp

p ≈ 0.05√
L

⊕ 0.008p√
L5

, where the momentum p is in GeV/c

and the track length L in m. Reconstructed tracks were
used to determine the event topology (the assignment of
tracks to vertices), to reconstruct the vertex position and
the track parameters at each vertex and, finally, to iden-
tify the vertex type (primary, secondary, etc.). A transi-
tion radiation detector (TRD) [38,39] placed at the end
of the active target was used for particle identification.
Two scintillation counter trigger planes [40] were used to
select neutrino interactions in the NOMAD active target.
A lead-glass electromagnetic calorimeter [41,42] located
downstream of the tracking region provided an energy res-
olution of 3.2%/
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E[GeV]⊕1% for electromagnetic show-
ers and was crucial to measure the total energy flow in
neutrino interactions. In addition, an iron absorber and
a set of muon chambers located after the electromagnetic
calorimeter was used for muon identification, providing
a muon detection efficiency of 97% for momenta greater
than 5 GeV/c.

The NOMAD neutrino beam consisted mainly of νµ’s
with an about 7% admixture of ν̄µ and less than 1% of
νe and ν̄e. More details on the beam composition can be
found in [30].

The main goal of the NOMAD experiment was the
search for neutrino oscillations in a wide band neutrino
beam from the CERN SPS [43,44]. A very good quality
of event reconstruction similar to that of bubble chamber
experiments and a large data sample collected during four
years of data taking (1995-1998) allow for detailed studies
of neutrino interactions.

3.1 Reconstruction of QEL events in the NOMAD
detector

A detailed information about the construction and perfor-
mance of the NOMAD drift chambers as well as about the
developed reconstruction algorithms is presented in [37].
Let us briefly describe some features relevant to the cur-
rent QEL analysis. The muon track is in general easily
reconstructed. However, when we study protons emitted
in the νµ QEL two-track candidates we deal with protons

1 the NOMAD active target is nearly isoscalar (nn : np =
47.56% : 52.43%) and consists mainly of Carbon; a detailed de-
scription of the drift chamber composition can be found in [37]
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with momentum well below 1 GeV/c and with emission
angle above 60 degrees. For positive particles in the up-
ward hemisphere of the NOMAD detector such conditions
mean that these particles are almost immediately making
a U-turn due to the magnetic field. There were no spe-
cial efforts invested into tuning the NOMAD reconstruc-
tion program to reconstruct this particular configuration
(which is rather difficult due to the fact that these protons
are in the 1/β2 region of ionization losses, traversing much
larger amount of material, crossing drift cells at very large
angles where the spacial resolution of the drift chambers is
considerably worse and where a large amount of multiple
hits is produced, etc.). Some of these effects are difficult
to parametrize and to simulate at the level of the detec-
tor response in the MC simulation program. Thus, the
reconstruction efficiencies for this particular configuration
of outgoing protons could be different for the simulated
events and real data.

Let us stress, however, that for protons emitted down-
wards we observed a good agreement between data and
MC.

In the current analysis it was important to disentangle
the reconstruction efficiency effects discussed above from
the effects induced by intranuclear cascade (which could
change the proton kinematics and thus introduce drastic
changes in the final results due to the efficiency mismatch
between simulated and real data). In order to get rid of an
interplay between these two effects it was crucial to choose
the region in the detector with a stable reconstruction effi-
ciency. This could be achieved by selecting νµ QEL events
where protons are emitted in the lower hemisphere of the
NOMAD detector. This approach allowed to find the best
set of parameters for description of the intranuclear cas-
cade.

The most upsteam drift chamber was used as an addi-
tional veto to remove through-going muons from neutrino
interactions upstream of the NOMAD active target. This
is crucial for the study of single track events.Minerba Betancourt/Moriond QCD 2014
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Neutrino Energies for Different Experiments 
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Neutrino Energies for Different Experiments

• MINERvA flux covers most of the DUNE flux Plot courtesy of Phil Rodrigues
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Overview Charged Current Interactions
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Neutrino Cross SectionsSam Zeller, Low Energy Neutrino Cross Sections, NuFact 06/10/03 8

Past �⌫ Measurements

• How well have we measured low energy ⌫ �’s?
Rely on past measurements for this knowledge

• Along the way, point out how good our current
theoretical understanding is

• Review the status of past
measurements of �⌫ at
E⌫ ⇠ 1 GeV:

,! Quasi–elastic scattering

,! Resonance production
(CC and NC single ⇡)

,! Coherent ⇡ production

,! Multi ⇡ production
(small � but can feed down)

,! ⌫ production of strange

Quasi-elastic scattering (QE)

Resonance production (RES)

Deep Inelastic scattering (DIS) 

14

S. Zeller, UPitt workshop 12/06/12 

Current Knowledge 
6 

neutrino 

•  σν’s are not particularly well-constrained in this intermediate E region  
  (situation is embarassingly worse for NC and for ν ) 

antineutrino 

… the situation has been improving 
(with the availability of new higher statistics data) 

NOvA 
T2K 

LBNE !
CNGS 

atmospheric !

J. A. Formaggio, G. Zeller, Reviews of Modern Physics, 84 (2012)

9

T2K NOvA
DUNE MINERvA

• We have a lot of progress these past years for the simplest interactions CCQE (0π)
• Starting to focus on the pion production, mainly because NOvA has a good contribution 

from pion events and T2K is including pions events in their signal to get more statistics 
• Next crucial channel is the DIS scattering, the largest contribution for DUNE
• Showing results from the last few years 
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• Significant contributions from RES and DIS interactions 

Muon Neutrino at the Near Detector in DUNE
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DUNE Near Detector νμ 
GENIE predictions for argon 
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MINERvA Experiment
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•Fine-grained scintillator tracker surrounded by calorimeters 
•We have different nuclear targets which allows us to study nuclear effects and see 
how the different processes are affected by the nucleus 
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NOvA Experiment
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• Near Detector is 290 tons placed 300 ft underground at Fermilab
• Consists of plastic cells filled with liquid scintillator
• Off axis beam neutrinos 

M. Sanchez - ISU/ANL

Off-axis beam neutrinos
Second generation of long-
baseline experiments focuses 
on electron neutrino 
appearance searches.  

To reduce neutral current 
contamination from 
interactions with high energy 
neutrinos, the detectors can 
be placed off-axis.  

The peak is tuned to the first 
oscillation maximum.  

For muon neutrino 
disappearance measurement, 
this provides a perfect canvas 
to observe the oscillation 
pattern.

Medium Energy NuMI Beam

νμ#⟶νe  
Osc. Probability

Claudio Giganti - EPS HEP 2011July 21, 2011

Off-axis narrow band beam
T2K is the first long baseline experiment using 
off-axis technique

Reduced dependence of Eν from Eπ 

Intense beam where the oscillation effect is 
maximum (~0.6 GeV)

Enhance the CCQE sample, reducing the high 
energy tails of the beam → reduce the 
backgrounds to oscillation signal
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Off-axis narrow band beam
T2K is the first long baseline experiment using 
off-axis technique

Reduced dependence of Eν from Eπ 

Intense beam where the oscillation effect is 
maximum (~0.6 GeV)

Enhance the CCQE sample, reducing the high 
energy tails of the beam → reduce the 
backgrounds to oscillation signal
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MicroBooNE Experiment
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Marco Del Tutto 
24th May 2019!21
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• MINERvA constrain flux with in-situ measurements:                                          
ν+e scattering 

• Using a total sample of 810 signal events
• The measurement reduces the normalization uncertainty                                                                                    

on the νμ NuMI flux from 7.5% to 3.9%
• The most precise flux constraint ever

Flux Prediction

�13

⌫ � e Scattering Brand New!
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I Standard candle process; cross section calculable to high precision

I >800(!) events after background subtraction
arXiv:1906.00111

Rob Fine 13 June 2019 40 / 45

⌫ � e Scattering Brand New!

I Normalization uncertainty on NuMI ⌫µ flux integrated between 2 and 20 GeV
reduced from 7.5% to 3.9%

arXiv:1906.00111

Rob Fine 13 June 2019 41 / 45

arXiv:1906.00111 

http://arxiv.org/abs/arXiv:1906.00111
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• We have several event generators: GENIE, NEUT, NuWro and GiBUU

Neutrino Event Generators 

�14

21/37

Neutrino data Comparisons

GENIE Version 2.12.8

CCQE models
Llewellyn Smith
Nieves, Amaro and
Valverde

MEC models
Empirical
Nieves Simo Vacas

Nuclear Models
Relativistic Fermi Gas
Local Fermi Gas
Effective Spectral
Functions

Single Kaon

⇤ production

RES
Rein-Sehgal
Berger-Sehgal
Kuzmin-Lyubushkin-
Naumov

COH
Rein-Sehgal
Berger-Sehgal
Alvarez Ruso

FSI - Intranuke
Full Intra-Nuclear
cascade
Schematic based on
Hadron-nucleus data

Only one Comprehensive Model Configuration (CMC)
Default tune has not changed

Initial state Interaction channel FSI

quantum mechanical

semi-classical

SF
hole
spectral
function

effective
spectral function

FG global
fermi gas

LFG local
fermi gas

effective momentum
dependent potential

Bodek-Ritchie
fermi gas

CC

NC

QE
quasi
elastic
scattering

RES
resonant
pion
production

DIS
deep
inelastic
scattering

MEC
meson
exchange
current

COH
coherent
pion
production

RPA

Cascade

energy transfer
modification
in the SF model

GENIE
NuWro

Marco Roda, Nuint 2018 Jan Sobczyk, Nuint 2018 
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• Cross section in q0 and q3

- q0 is calorimetric hadronic energy and q3 is the three momentum transfer                

In neutrino scattering, we need to reconstruct the hadronic energy too

n µ

Nucleus

W(q
0
, q)

Hadrons

Energy transfer:

q0 ⌘ ⌫ = Calorimetric hadronic energy

Neutrino energy:

E⌫ = Eµ + q0

Four-momentum transfer squared:

Q2 = 2E⌫(Eµ � pµ cos ✓µ)�M2
µ

Three-momentum transfer:

q3 ⌘ |q| =
q

Q2 + q2
0

I Produce inclusive CC ⌫µ double-di�erential cross section in (q0, q3)

��•••�� 28

In neutrino scattering, we need to reconstruct the hadronic energy too

n µ

Nucleus

W(q
0
, q)

Hadrons

Energy transfer:

q0 ⌘ ⌫ = Calorimetric hadronic energy

Neutrino energy:

E⌫ = Eµ + q0

Four-momentum transfer squared:

Q2 = 2E⌫(Eµ � pµ cos ✓µ)�M2
µ

Three-momentum transfer:

q3 ⌘ |q| =
q

Q2 + q2
0

I Produce inclusive CC ⌫µ double-di�erential cross section in (q0, q3)

��•••�� 28

Inclusive CC Double Differential Cross Section from MINERvA

�15

Inclusive Charge Current 
cross section

Inclusive Charge Current 
cross section

12

Minerva can make 
a similar 
measurement using 
the hadronic system 
and the output 
going lepton

From electron scattering Similar measurement for neutrinos using 
the hadronic system and the lepton

Minerba Betancourt

Nuclear Effects at low Three Momentum Transfer

• Adding in models of RPA (a charge screening effect) and multi nucleon (2p2h) 
improves agreement in some regions, but not in others

�17

Laura Fields I Recent Results from MINERvA 05/07/1622

The inferred cross section will allow model comparisons
GENIE ⇡ production modified
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I Your model goes here!
�••���� 48

Phys. Rev. Lett. 
116, 071802

What does calorimetric energy really mean?

p

⇡+

n

⇡0

Kinetic energy

Kinetic energy

0

Total energy

On average, we see available hadronic energy Eavail 6= q0:

Eavail =
X

(Proton and ⇡± KE) + (Total E of other particles except neutrons)

��••••• 31 Adding in 
models of RPA 

(a charge 
screening effect) 

and 2p2h 
improves 

agreement in 
some regions, 

but not in others 
— excess in 

similar kinematic 
region to excess 
in antineutrino 

CCQE

RPA/2P2H models:
Nieves, et al. 

PRC 70, 055503 
PRC 83, 045501

Muon Neutrino CC Inclusive w/ Low Recoil 

Phys.Rev.Lett. 116 (2016) 071802 

2p2h

Model does not provide enough strength in some regions 

New model predictions for 2p2h and RPA 
from the Valencia group (PRC 70, 055503 
PRC 83, 045501)
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• MicroBooNE is on Earth’s surface
• Cosmic rays are the main background
• Rate 5.5 kHz —> 25 cosmic rays per recorded event 
• GENIE over predicts the cross section in the very high momentum and forward region

First νμ CC Inclusive Cross Section from MicroBooNE

�16

https://arxiv.org/abs/1905.09694

Marco Del Tutto 
24th May 2019!62

Cross Section Measurement 
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Consistent nuclear medium 
corrections throughout. Also 

uses a LFG model for 
nucleon momenta, a 

separate MEC model [11], 
and propagates final state 
particles according to the 

Boltzmann-Uehling-
Uhlenbeck equations [11]

Quasi-elastic Llewellyn-Smith [4] Nieves [2, 3] Nieves [2, 3]

MEC Empirical [5] Nieves [2, 3] Nieves [2, 3]

Resonant Rein-Seghal [6] Berger-Seghal [7]
Berger-Seghal [7] (pion 

production from [9])

Coherent Rein-Seghal [6] Berger-Seghal [7] Berger-Seghal [7]

FSI hA [8] hA2018 [8] Oset [10] Marco Del Tutto 
24th May 2019!48

Event Selection - Selected Events

Distributions of selected events

Number of reconstructed 

particles from the neutrino 

vertex (including muon).  

This selection can be used for 

more exclusive channels.

Reconstructed muon momentum. 

Full momentum coverage thanks to 

MCS used for momentum 

reconstruction: allows to include 

exiting tracks.

Cosine of the muon θ angle. 

θ is the angle w.r.t. the 

neutrino beam line. 

Full angular acceptance.
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MicroBooNE Double Differential Cross Section

�17
Marco Del Tutto 
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Cross Section Measurement 
Official 3
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Cross Section Measurement 
Official 3
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Model χ2

GENIE v2 + MEC 245.9
GENIE v3 108.8
GiBUU 172.9
NuWro 126.5
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• One of the most important channels for the next generation of oscillation 
experiment (DUNE)

• Different effects observed in charged lepton scattering

• We use x-dependent nuclear effects for Fe and Pb based on charged lepton 
scattering data, need to test with neutrinos

Deep Inelastic Scattering 

�18

Joel Mousseau 7

Charged Lepton Nuclear Effects

Scaling variable Bjorken x. In the 
parton model, x is the fractional 
momentum of the struck quark

● Shadowing and 
Anti-shadowing: Depletion 
of cross section at low x, 
presumably compensated 
by a enhancement from x ~ 
0.1 – 0.3. Shadowing is well 
understood experimentally 
and theoretically.

● EMC Effect: no universally 
accepted cause (though 
many theories). What is 
known is that it is a strong 
function of local nuclear 
density.

● Fermi motion: Each quark 
is allowed to have a 
maximum momentum of x = 
A, so increasing A increases 
maximum allowable x. 
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NuTeV F2 Measurement on Fe
Can MINERvA contribute here with CH and fewer x, Q2 bins?

29

u Comparison of NuTeV F2 with global fits
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FIG. 9. NuTeV measurement of F2(x,Q2) (solid circles) compared with previous ν-Fe results; CCFR (open circles) and
CDHSW (triangles). The data are corrected to an isoscalar (iron) target and for QED radiative effects as described in the text.
The curve show the NuTeV model.

16

uNuTeV F2 somewhat below theory for medium x.
u At low x very different Q2 dependence.
u At high x (x>0.5) NuTeV is systematically higher.

• NuTeV accumulated over 3 million neutrino / antineutrino events with 20<E<400 
GeV, NuTeV operated for 15 months in 1996

• NuTeV measured F2 on Fe

• At low x very different Q2 dependence 

• At high x (x>0.5) NuTeV is systematically higher 

Old DIS Data 
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W > 1.7 GeVMINERvA can 
contribute here!
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What do the event 
generators say?



Minerba Betancourt

• MINERvA measured deep inelastic ratios from nuclear targets to study x dependence 
nuclear effects, new analysis with more statistic is underway

• The data suggest additional nuclear effects in the lowest x bin for Pb/CH
• In the region (0.3<x<0.75) we found good agreement between data and simulation
• New analysis in preparation with unprecedented statistics in Fe and Pb for neutrinos and 

antineutrinos 
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FIG. 3. Left: Ratio of the x-di↵erential DIS cross section on
C (top), Fe (center) and Pb (bottom) to CH. Right: Ratio
of the total DIS cross section on C (top), Fe (center) and
Pb (bottom) to CH as a function of E⌫ . Data are drawn as
points with statistical uncertainty and simulation as lines in
both cases. The total systematic error is drawn as a band
around the simulation in each histogram.

where A is the atomic number, ZA is the number of pro-
tons, NA is the number of neutrons, �(pf ) is the free
proton cross section, and �(nf ) is the free neutron cross
section.

This correction does not take x-dependent partonic ef-
fects into account, and assumes the bound nuclear cross
section is the same for all A. Isoscalar-corrected ratios
as a function of E⌫ and x are shown in Fig. 4. Di↵er-
ences between the simulation and unity in the ratios stem
from under-predicted CH backgrounds which are covered
by the added uncertainty.

The non-isoscalar corrected data are compared with
non-isoscalar corrected alternative parameterizations of
partonic nuclear e↵ects applied to genie in Fig. 5. The
2013 version of Bodek-Yang (BY13) [41] updates the par-
ton distribution functions (PDFs) used in Bodek-Yang
2003 to include an A-dependent parameterization of the
x-dependent e↵ects based on charged-lepton scattering
data. This parameterization uses updated data from the
experiments [42–45]. The Cloet model consists of an in-
dependent calculation of F2 and xF3 based on a convolu-
tion of the Nambu-Jona-Lasinio [46] nuclear wave func-
tion with free-nucleon valence PDFs [47], and does not
include shadowing and anti-shadowing e↵ects that domi-
nate the x  0.3 kinematic region. The ratio calculation
for the Cloet prediction assumes the Callan-Gross rela-
tionship 2xF1 = F2. Both BY13 and Cloet models have
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FIG. 4. Left: Isoscalar-corrected ratios of the x-di↵erential
DIS cross section on C (top), Fe (center) and Pb (bottom) to
CH. Right: Ratio of the total DIS cross section on C (top), Fe
(center) and Pb (bottom) to CH. Data are drawn as points
with statistical uncertainty and simulation as lines in both
cases. The total systematic error is drawn as a band around
the simulation in each histogram.

been shown to agree with charged-lepton DIS data in the
EMC region.
While the data do not currently have the sensitivity

to distinguish between the di↵erent models at higher x,
the deficit in data observed in the smallest x bin can-
not be explained by the updated Bodek-Yang model, the
only model which is applicable at low x. The disagree-
ment may be explained by the fact that BY13 contains
a fit based on charged-lepton scattering which only con-
tains a vector current. For a given x and Q2, the coher-
ence length of hadronic fluctuations may be longer for the
axial-vector current than the vector current [? ]. This
would allow shadowing to occur for neutrino scattering
in the lowest x bin where vector-current shadowing is
greatly suppressed.
Neutrino-nucleus DIS presents a novel method to mea-

sure partonic nuclear e↵ects in the weak sector. MIN-
ERvA has measured this process using a variety of nu-
clear targets for the first direct measurement of neutrino-
nuclear e↵ects by isolating a region of high-Q2 and high-
W events (Q2 � 1.0 GeV2 and W � 2.0 GeV). The
measured cross-section ratios show a general trend of be-
ing larger than the simulation for the lightest nucleus
(C). Conversely, the data fall below the simulation in
the heaviest nucleus (Pb) at high energy and low x, a
trend also observed in a previous Letter [21]. The data
agree with genie’s treatment of the EMC e↵ect between
x = 0.3 and x = 0.75. The lower than expected Pb / CH
ratio at large neutrino energy (E⌫ > 20 GeV) and low
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FIG. 3. Left: Ratio of the x-di↵erential DIS cross section on
C (top), Fe (center) and Pb (bottom) to CH. Right: Ratio
of the total DIS cross section on C (top), Fe (center) and
Pb (bottom) to CH as a function of E⌫ . Data are drawn as
points with statistical uncertainty and simulation as lines in
both cases. The total systematic error is drawn as a band
around the simulation in each histogram.

where A is the atomic number, ZA is the number of pro-
tons, NA is the number of neutrons, �(pf ) is the free
proton cross section, and �(nf ) is the free neutron cross
section.

This correction does not take x-dependent partonic ef-
fects into account, and assumes the bound nuclear cross
section is the same for all A. Isoscalar-corrected ratios
as a function of E⌫ and x are shown in Fig. 4. Di↵er-
ences between the simulation and unity in the ratios stem
from under-predicted CH backgrounds which are covered
by the added uncertainty.

The non-isoscalar corrected data are compared with
non-isoscalar corrected alternative parameterizations of
partonic nuclear e↵ects applied to genie in Fig. 5. The
2013 version of Bodek-Yang (BY13) [41] updates the par-
ton distribution functions (PDFs) used in Bodek-Yang
2003 to include an A-dependent parameterization of the
x-dependent e↵ects based on charged-lepton scattering
data. This parameterization uses updated data from the
experiments [42–45]. The Cloet model consists of an in-
dependent calculation of F2 and xF3 based on a convolu-
tion of the Nambu-Jona-Lasinio [46] nuclear wave func-
tion with free-nucleon valence PDFs [47], and does not
include shadowing and anti-shadowing e↵ects that domi-
nate the x  0.3 kinematic region. The ratio calculation
for the Cloet prediction assumes the Callan-Gross rela-
tionship 2xF1 = F2. Both BY13 and Cloet models have
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FIG. 4. Left: Isoscalar-corrected ratios of the x-di↵erential
DIS cross section on C (top), Fe (center) and Pb (bottom) to
CH. Right: Ratio of the total DIS cross section on C (top), Fe
(center) and Pb (bottom) to CH. Data are drawn as points
with statistical uncertainty and simulation as lines in both
cases. The total systematic error is drawn as a band around
the simulation in each histogram.

been shown to agree with charged-lepton DIS data in the
EMC region.
While the data do not currently have the sensitivity

to distinguish between the di↵erent models at higher x,
the deficit in data observed in the smallest x bin can-
not be explained by the updated Bodek-Yang model, the
only model which is applicable at low x. The disagree-
ment may be explained by the fact that BY13 contains
a fit based on charged-lepton scattering which only con-
tains a vector current. For a given x and Q2, the coher-
ence length of hadronic fluctuations may be longer for the
axial-vector current than the vector current [? ]. This
would allow shadowing to occur for neutrino scattering
in the lowest x bin where vector-current shadowing is
greatly suppressed.
Neutrino-nucleus DIS presents a novel method to mea-

sure partonic nuclear e↵ects in the weak sector. MIN-
ERvA has measured this process using a variety of nu-
clear targets for the first direct measurement of neutrino-
nuclear e↵ects by isolating a region of high-Q2 and high-
W events (Q2 � 1.0 GeV2 and W � 2.0 GeV). The
measured cross-section ratios show a general trend of be-
ing larger than the simulation for the lightest nucleus
(C). Conversely, the data fall below the simulation in
the heaviest nucleus (Pb) at high energy and low x, a
trend also observed in a previous Letter [21]. The data
agree with genie’s treatment of the EMC e↵ect between
x = 0.3 and x = 0.75. The lower than expected Pb / CH
ratio at large neutrino energy (E⌫ > 20 GeV) and low
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FIG. 3. Left: Ratio of the x-di↵erential DIS cross section on
C (top), Fe (center) and Pb (bottom) to CH. Right: Ratio
of the total DIS cross section on C (top), Fe (center) and
Pb (bottom) to CH as a function of E⌫ . Data are drawn as
points with statistical uncertainty and simulation as lines in
both cases. The total systematic error is drawn as a band
around the simulation in each histogram.

where A is the atomic number, ZA is the number of pro-
tons, NA is the number of neutrons, �(pf ) is the free
proton cross section, and �(nf ) is the free neutron cross
section.

This correction does not take x-dependent partonic ef-
fects into account, and assumes the bound nuclear cross
section is the same for all A. Isoscalar-corrected ratios
as a function of E⌫ and x are shown in Fig. 4. Di↵er-
ences between the simulation and unity in the ratios stem
from under-predicted CH backgrounds which are covered
by the added uncertainty.

The non-isoscalar corrected data are compared with
non-isoscalar corrected alternative parameterizations of
partonic nuclear e↵ects applied to genie in Fig. 5. The
2013 version of Bodek-Yang (BY13) [41] updates the par-
ton distribution functions (PDFs) used in Bodek-Yang
2003 to include an A-dependent parameterization of the
x-dependent e↵ects based on charged-lepton scattering
data. This parameterization uses updated data from the
experiments [42–45]. The Cloet model consists of an in-
dependent calculation of F2 and xF3 based on a convolu-
tion of the Nambu-Jona-Lasinio [46] nuclear wave func-
tion with free-nucleon valence PDFs [47], and does not
include shadowing and anti-shadowing e↵ects that domi-
nate the x  0.3 kinematic region. The ratio calculation
for the Cloet prediction assumes the Callan-Gross rela-
tionship 2xF1 = F2. Both BY13 and Cloet models have
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FIG. 4. Left: Isoscalar-corrected ratios of the x-di↵erential
DIS cross section on C (top), Fe (center) and Pb (bottom) to
CH. Right: Ratio of the total DIS cross section on C (top), Fe
(center) and Pb (bottom) to CH. Data are drawn as points
with statistical uncertainty and simulation as lines in both
cases. The total systematic error is drawn as a band around
the simulation in each histogram.

been shown to agree with charged-lepton DIS data in the
EMC region.
While the data do not currently have the sensitivity

to distinguish between the di↵erent models at higher x,
the deficit in data observed in the smallest x bin can-
not be explained by the updated Bodek-Yang model, the
only model which is applicable at low x. The disagree-
ment may be explained by the fact that BY13 contains
a fit based on charged-lepton scattering which only con-
tains a vector current. For a given x and Q2, the coher-
ence length of hadronic fluctuations may be longer for the
axial-vector current than the vector current [? ]. This
would allow shadowing to occur for neutrino scattering
in the lowest x bin where vector-current shadowing is
greatly suppressed.
Neutrino-nucleus DIS presents a novel method to mea-

sure partonic nuclear e↵ects in the weak sector. MIN-
ERvA has measured this process using a variety of nu-
clear targets for the first direct measurement of neutrino-
nuclear e↵ects by isolating a region of high-Q2 and high-
W events (Q2 � 1.0 GeV2 and W � 2.0 GeV). The
measured cross-section ratios show a general trend of be-
ing larger than the simulation for the lightest nucleus
(C). Conversely, the data fall below the simulation in
the heaviest nucleus (Pb) at high energy and low x, a
trend also observed in a previous Letter [21]. The data
agree with genie’s treatment of the EMC e↵ect between
x = 0.3 and x = 0.75. The lower than expected Pb / CH
ratio at large neutrino energy (E⌫ > 20 GeV) and low
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Charged Lepton Nuclear Effects

Scaling variable Bjorken x. In the 
parton model, x is the fractional 
momentum of the struck quark

● Shadowing and 
Anti-shadowing: Depletion 
of cross section at low x, 
presumably compensated 
by a enhancement from x ~ 
0.1 – 0.3. Shadowing is well 
understood experimentally 
and theoretically.

● EMC Effect: no universally 
accepted cause (though 
many theories). What is 
known is that it is a strong 
function of local nuclear 
density.

● Fermi motion: Each quark 
is allowed to have a 
maximum momentum of x = 
A, so increasing A increases 
maximum allowable x. 

Fe/CH Pb/CH
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• Several pion cross section measurements, MINERvA sees deficit of pion production 
at low Q2

MINERvA Pion Production Measurements 
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NOvA Neutral Current Coherent π0 and Charged Current semi-inclusive π0

�22

https://arxiv.org/abs/1902.00558
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TABLE I. List of systematic and statistical uncertainties.

Source Measurement Uncertainty (%)
Calorimetric energy scale 3.4
Background modeling 10.4
Coherent modeling 3.7
Photon shower response 1.1
External events 2.4
Detector simulation 2.0
Flux 9.4
Total systematic uncertainty 15.3
Statistical uncertainty 6.7
Total uncertainty 16.7
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FIG. 7. Flux-averaged cross section of the NOvA NC coherent π0 measurement. The left plot compares this measurement to
previous measurements. The neutrino energy values of the NOvA data point and other measurements are represented by an
average neutrino energy. All results are scaled to a carbon target by a factor of (A/12)2/3 following the Berger-Sehgal model
approximation, where A is the effective atomic number of the experiment. The dashed curve shows the GENIE prediction for
a carbon target. The right plot compares this measurement with the GENIE predicted flux-averaged cross section from the
Rein-Sehgal model. In this plot the neutrino energy of the NOvA data point is the median neutrino energy, and the horizontal
error bar contains 68% of the total neutrinos. The statistical uncertainty and statistical plus systematic uncertainty are shown
as vertical error bars for the NOvA result. The GENIE prediction is shown both as a function of neutrino energy, and as a
flux-averaged cross section. The NOvA flux is shown in grey with arbitrary normalization.

energy (EVtx < 0.3GeV) as the signal sample so that the
effect of potential mis-modeling of vertex energy cancels
out. The resulting difference in the measurement from
the nominal is added to the systematic uncertainty from
GENIE background modeling.

The uncertainty in the coherent signal modeling re-
sults in an uncertainty of the efficiency correction. This
effect is evaluated by varying the modeling parameters
in the Rein-Sehgal model: axial mass (MA, ±50%) and
nuclear radius (R0, ±20%) [2–4]. To check the effect
of the discrepancies in π0 kinematic distributions on the
total cross-section measurement, a test is performed by
reweighting the simulated signal to data and comparing
to the result obtained before reweighting. A 1% differ-
ence is found, which is negligible compared to the signal

modeling uncertainty assigned. Bremsstrahlung showers
induced by energetic muons from external sources pro-
vide a data-driven constraint on the simulation of detec-
tor response to photon showers. Those bremsstrahlung
showers are identified and the muons are removed to cre-
ate a single photon control sample in data and simula-
tion [48]. The sample is subject to the same selection
cuts as the π0 photons and the uncertainty is evaluated
as the 1% difference between data and simulation in se-
lection efficiency. Lastly, the neutrino flux uncertainty
comes from beam focusing and hadron production with
external thin-target hadron production data constraints
applied [33]. The systematic sources and uncertainties
are summarized in Table I. The dominant sources are
background modeling and flux uncertainties. The total

• NOvA Near Detector measured neutral-current coherent π0 production on a 
carbon-dominated target 
• The flux-averaged cross section is consistent with the model prediction
• Generally consistent with GENIE predictions 

NOvA π0 Measurements H. Duyang & D. Pershey64

𝑑σ/𝑑𝑄2

MINERvA,
Phys. Rev. D 96, 072003 (2017)

• Recent MINERvA data also tends to harder Q2 than GENIE
• Significant differences between two analyses

MINERvA beam peaks at roughly twice the NOvA beam peak
MINERvA specifically targeted single-meson final states

Fermilab Wine and Cheese Seminar,

Dec 2017, Dan Pershey 
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• First generation MicroBooNE analysis is a                                                                        
great demonstration of reconstruction in LArTPCs

• Invariant mass expected to be m=135 MeV

First Charged Current Π0 Production on Argon 
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FIG. 2. The vertex to shower start point distance in events
with at least one shower correlated with the neutrino inter-
action vertex. The histogram of simulated neutrino interac-
tions have been area normalized to the data to enable a shape
comparison and separated into four classes: selected neutrino-
induced primary photons (red), selected activity from the neu-
trino interaction which is not a primary photon (brown), ac-
tivity uncorrelated with the neutrino interaction (yellow), and
pure CR backgrounds (gray). The fit for these backgrounds
and the extracted conversion length excludes the first bin.

purity of the selection.

Requiring one or more reconstructed photons, there
are 771 candidate events in the data sample that, based
on simulation, has a 56% purity and 16% e�ciency for
⌫µ CC ⇡0 interactions. The dominant source of back-
ground, 15% of the sample, comes from real EM showers
produced near the vertex (such as radiation emanating
from muons), Michel decays, ⇡± ! ⇡0 charge-exchange
in pion transit in the detector, and nucleon inelastic scat-
ters in the detector volume. A further 8% of the events
have a shower misreconstructed from non-EM activity.
CR backgrounds make up 12% of the sample. The re-
maining sample results from multi-⇡0 events (5%), ⌫µ
CC induced single ⇡0 events outside the fiducial volume
(2%), and the remainder come from neutral current and
non-⌫µ CC interactions.

The distribution of the 3D distance from a vertex to
the reconstructed shower start point is shown in Fig. 2
along with a breakdown of the selected sample into pri-
mary photons created by: a neutrino interaction, activity
from a neutrino interaction we identify as a shower that is
not a primary photon, activity uncorrelated with the neu-
trino interaction (noise or CR) misidentified as a shower
coming from the neutrino interaction vertex, and purely
CR induced backgrounds, where the simulation is area
normalized to the data. This distribution is fit, in the
range of 13 cm to 60 cm, with an exponential function
whose slope provides a measurement of the conversion
distance of the photons. We exclude the first bin from
the fit to remove the contribution from tracks misrecon-
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FIG. 3. The reconstructed invariant mass of the two photon
candidates associated to the neutrino interaction vertex after
an energy-scale correction. The simulation is grouped into
four classes of photon pairs: neutrino-induced ⇡0 that are cre-
ated in and subsequently exit the argon nucleus (red), charged
pion charge exchange that occurs outside the nucleus (yellow),
pure CR activity (grey), and everything else (brown). The
mean of the data is consistent, within the quoted statistical
uncertainty, with m⇡0 .

structed as showers near the vertex. A linear function
is included in the fit to model the summed backgrounds,
which tend to be flat based on simulation. The result-
ing conversion distance of 24 ± 1 (stat) cm is consistent
with simulation and consistent with our expectation of
the energy dependent photon-argon cross section [27].

To cross-check this selection, we measure the two-
photon invariant mass spectrum with a second selection
that requires at least two showers reconstructed with an
impact parameter less than 4 cm. The leading photon of
a ⇡0 decay cannot have less energy than m⇡0/2, there-
fore, it is required that at least 60% of the photon energy
is reconstructed (40 MeV). Reconstructed showers that
are separated by less than 20� are largely the result of a
single photon being reconstructed as two showers and are
rejected. Finally, the leading and subleading showers are
required to start within 80 cm and 100 cm of the inter-
action vertex, respectively. Events where more than one
pair of showers pass this criteria are rejected as multi-⇡0

background. This two-shower selection has a purity of
64% and a signal e�ciency of 6%, based on simulation.

With two showers, the diphoton invariant mass is mea-
sured and compared with the expected ⇡0 mass. We ap-
ply simulation-based shower energy-scale corrections of,
on average, 40% to account for energy lost during hit for-
mation and clustering [27]. The final diphoton invariant
mass distribution has a mean, 128 ± 5 MeV/cm2, con-
sistent, within statistical uncertainties, with the ⇡0 mass
(Fig. 3). The normalization disagreement shown in Fig. 3
is within flux and cross section uncertainties, discussed
later. This provides further confidence that the selected

Reconstructed invariant mass of the two 
photon candidates associated to the neutrino 
interaction vertex 

5

photons originate from ⇡0 decays.

Cross Section Measurement � Using the selection with
at least one-shower, we measure the total flux integrated
cross section via the following relation:

h�i� =
N �B

✏T�
, (1)

where N is the number of events selected in data
(771 events), B is the number of expected background
events, ✏ is the e�ciency for selecting signal events, T is
the number of argon targets within the fiducial volume,
and � is the integrated ⌫µ flux from 0 GeV to 3 GeV. O↵-
beam data are used to model the pure CR backgrounds
in B (86.9 events); the remainder of the total background
(347.3 events) are taken from the simulation. The detec-
tor volume is treated as pure argon to calculate T .

We identify three major sources of systematic un-
certainty for this measurement: the neutrino flux pre-
diction, the neutrino-argon interaction model, and the
detector simulation. We assess uncertainties on the
neutrino flux prediction using the final flux simulation
from the MiniBooNE collaboration [14] adopted to the
MicroBooNE detector size and location. These account
for hadron production in the beamline, the focusing op-
tics of the secondary pion beam, and proton counting.
Varying these e↵ects results in a 16% uncertainty on the
final cross section. For the neutrino-argon interaction un-
certainties, individual parameters are varied within the
GENIE neutrino interaction models [20]. The dominant
uncertainties on the backgrounds come from the reso-
nance model parameterization and the FSI modeling and
lead to a 17% total uncertainty on the resulting cross sec-
tion measurement. Finally, for the detector simulation,
a wide variety of microphysical e↵ects are varied, includ-
ing the electron di↵usion, the scintillation light yield, the
electron recombination [32], and localized electric field
distortions. Further, the simulated detector response
is varied for e↵ects such as the single photon rate ob-
served in the PMTs, the electronics noise [24], the signal
response shape, non-responsive channels, the visibility
of the region surrounding the TPC to the PMT array,
and a simulation of long-range induced signals on the
wires [33, 34]. An additional uncertainty is assessed on
the reconstructed neutrino interactions that are contam-
inated by simulated CR activity. Together the detector
simulation variations yield a 21% uncertainty on the fi-
nal cross section measurement. This set of uncertainties,
while dominant, are expected to be reduced by an on-
going program of detector calibrations. Each systematic
uncertainty is treated as uncorrelated and quadratically
summed to give a total systematic uncertainty of 31%.

Results and Discussion � The flux-integrated total
cross section for CC single ⇡0 production on argon, mea-
sured through the reconstruction of at least one shower,

FIG. 4. The measured total flux integrated ⌫µ CC single ⇡0

cross section for ANL, MiniBooNE, and MicroBooNE with
the bars denoting the total uncertainty. These are compared
to the flux averaged default GENIE prediction with the RS
model (solid blue) and with FSI removed (dashed blue) and
an alternative GENIE model with the BS model (solid pink).
NuWro predictions are shown in solid red.

is found to be

h�i� = 1.9± 0.2 (stat)± 0.6 (syst)⇥ 10�38 cm2

Ar
.

Using the selection that requires at least two showers
a consistent cross section, within statistical uncertain-
ties, is measured. We compare four models of resonant
pion production to this measurement in Fig. 4. The
RS model [19], shown with and without the e↵ects of
FSI, and the Berger-Sehgal (BS) model [35], as imple-
mented in GENIE; as well as for an alternative generator,
NuWro [36]. NuWro utilizes a local Fermi gas model
for the initial nuclear state. Resonant pion production
is described via the Adler model [37, 38] with modified
form factors [39], and the Oset model [40] handles the
FSI of the hadrons exiting the struck nucleus.
The predicted cross section from GENIE includes non-

resonant components of 24% (30%) for final states that
exclude (include) additional charged mesons. These com-
ponents will not change between di↵erent GENIE mod-
els and are modeled di↵erently in NuWro. Each model
depends on scalings that encapsulate the dependence
of the production and FSI across a large range of nu-
clei. To test these scaling assumptions, we bring to-
gether measurements of CC single ⇡0 production per-
formed on other nuclei using similar neutrino energy
ranges, including those from the ANL bubble chamber [5]
and MiniBooNE [12]. While the present work includes
events with any particles beyond the single ⇡0 and muon,
the MiniBooNE and ANL measurements excluded events
with additional charged-mesons. The published neutrino
fluxes [14, 41, 42] have been used to derive flux averaged
cross section prediction and the results from deuterium,

Results are compared to past measurements 
on lighter nuclei to compare the models 
predictions
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• The Quasi-elastic process gives the largest contribution for the signal in many 
oscillation experiments
• We use a free nucleon CCQE formalism                                                                           

to determine the cross section

• Depend on the form factors F1, F2 and the axial                                                                       
form factor FA
• The vector form factors F1, F2 are known from                                                         

electron-nucleon scattering 
• The axial form factor is described using an ansatz

• FA(0) is constrained from neutron beta decay and MA is the axial mass
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Quasi-Elastic Scattering (CCQE)

• The Quasi-elastic process gives the largest contribution for the signal in many oscillation 
experiments

• We use a free nucleon CCQE formalism

where s and u are the Mandelstam variables.  A, B and C depend on the form factors F1, F2 

and the axial form factor FA

• The F1, F2 are know from electron-nucleon scattering 
• The dipole ansatz is used to describe the axial form factor

• FA(0) is constrained from neutron beta decay and MA is the axial mass

Nucleon Axial Form Factor Using z-Expansion and Deuterium!
A. S. Meyer1,2,M. Betancourt2, R. Gran3, R. J. Hill1,4,5!

The University of Chicago1,Fermilab2, University of Minnesota Duluth3,TRIUMF4 and Perimeter5!

Background Subtraction

Fitting the Deuterium Data Using the 
z-Expansion

Introduction

 
Axial Form Factor from z-Expansion

•We perform a joint, shape-only log likelihood fit to the ANL 1982, BNL 1981 and 
FNAL 1983  deuterium quasi elastic differential cross section data using the z-
Expansion axial form factor.!
•Each data set is allowed to independently float a normalization. !

!

Comparing Dipole and z-Expansion with 
MINERvA Data

Extracted mA from Deuterium 
Experiments

Summary

Lightning Introduction of z-Expansion
z-Expansion gives a model-independent description of the axial form factor

• Conformal mapping to bring Q2
! z for |z| < 1:

FA(z) =
1X

k

akz
k

• Motivated by analyticity arguments

• Coe�cients shown to be bounded, decreasing

• Provides a prescription for introducing more parameters as data improves

• Allows quantification of systematic errors

• z-Expansion in incubator project for GENIE, target release v2.12
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•We use the available deuterium data from ANL 1982 with 1737 events !
and energy peak at 0.5 GeV, BNL 1981 with 1138 events and energy !
peak at 1.6 GeV and FNAL 1983 with 362 events and high energy peak   !
20 GeV.!
•The following table shows the extracted mA from original!

 references, our extraction using original inputs parameters (old) !
and our extraction using present-day best values (new). !

•The z-Expansion is fit with four free parameters, plus an additional four parameter 
satisfying sum rules and one parameter to fix the FA(0)!
•Gaussian priors used on z-Expansion coefficients!
•Gaussian penalties: All the penalties have a central value around 0, motivated by 
bounds from perturbative QCD which require the coefficients to be bounded and 
decreasing!
•Sum rule applied to ensure !
•We use deuterium corrections from Singh (Nuclear Physics B36 (1972)) and we 
examined alternative deuterium corrections 

Deuterium Fitting

with Richard Hill, Rik Gran, Minerba Betancourt

Fitting done on deuterium bubble chamber data
(controlled nuclear e↵ects)

Three datasets (reference hyperlinks online):
• ANL 1982: 1737 events, 0.5GeV [peak]

• BNL 1981: 1138 events, 1.6 GeV [average]

• FNAL 1983: 362 events, 20 GeV [peak], 27 GeV [average]

PRELIMINARY shape-only fits to QE di↵erential cross section data

Results propagated to single nucleon QE total cross section

Gaussian priors used on z-Expansion coe�cients:
if (k  5) �k = 5, else �k = 25/k

Sum rule applied to ensure FA ⇠ 1/Q4 as Q2 ! 1
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•A model independent description of the axial form factor called !
    z-Expansion is derived in Phys. Rev. D84 (2011).!
• The formalism starts with the dispersion relation for the form factor !

!
!
!
    where                  and the integral starts at the three-pion                !
•Using a standard transformation !

!
!
    This transformation takes the kinematically allowed region                  !
 to  within                     . The figure illustrates the mapping !
!
!
!
!
!
!
!
!
!
where t0 is a free parameter and can be chosen for better convergence to z.!
•The form factor can be expressed as a power series in the new  
variable z!

!
!

•Advantages of z-Expansion:!
  Good convergence in small expansion parameters, which a q2 !
expansion cannot do and  better control over systematic errors. !
!
!

•z-Expansion is coded in GENIE with reweighing functionality for the error band, 
and can be implemented in any nuclear model!
•The MINERvA data (Phys. Rev. Lett. 111 (2013)) is compared to the axial form factor 
from dipole and Z-Expansion, both predictions of the differential cross section (axial 
form factor is an input) have been extracted using GENIE neutrino event generator  
with the relativistic Fermi gas model.!

quasielastic neutrino scattering, Q2 = −q2 ≥ 0. As discussed in the Introduction, an expansion
at q2 = 0 defines an “axial mass parameter” mA, via

FA(q
2) = FA(0)

[

1 +
2

m2
A

q2 + . . .

]

=⇒ mA ≡

√

2FA(0)

F ′
A(0)

. (5)

Equivalently, we may define an “axial radius” rA, via

FA(q
2) = FA(0)

[

1 +
r2A
6
q2 + . . .

]

=⇒ rA ≡

√

6F ′
A(0)

FA(0)
. (6)

The factors appearing in (5) and (6) are purely conventional, motivated by the dipole ansatz
(2), and by the analogous charge-radius definition for the vector form factors. Asymptotically,
perturbative QCD predicts [10, 11] a ∼ 1/Q4 scaling, up to logarithms, for the axial-vector
form factor. However, the region Q2 ! 1GeV2 is far from asymptotic, and the functional
dependence of FA(q2) remains poorly constrained at accessible neutrino energies.

2.2 Analyticity

−Q2
max 9m2

π

t z

Figure 1: Conformal mapping of the cut plane to the unit circle.

We proceed along lines similar to the vector form factor analysis in [9]. Recall the dispersion
relation for the form factor,

FA(t) =
1

π

∫ ∞

tcut

dt′
ImFA(t′ + i0)

t′ − t
, (7)

where t ≡ q2 and the integral starts at the three-pion cut, tcut = 9m2
π. We can make use

of this model-independent knowledge by noticing that the separation between the singular
region, t ≥ tcut, and the kinematically allowed physical region, t ≤ 0, implies the existence of
a small expansion parameter, |z| < 1. As illustrated in Fig. 1, by a standard transformation,
we map the domain of analyticity onto the unit circle in such a way that the physical region
is mapped onto an interval:

z(t, tcut, t0) =

√
tcut − t−

√
tcut − t0√

tcut − t+
√
tcut − t0

, (8)
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•We presented preliminary results for the z-Expansion using deuterium data.!
•Data from different experiments is compared against the dipole and z-Expansion 
axial form factors. !
•We present more realistic description of uncertainties in the axial form factor 
using a model independent fit.!
•The z-Expansion is available in GENIE and can be used for current and future 
neutrino experiments.

E(GeV )

I Phys. Rev. D23 (1981)!
II Phys. Rev. D26 (1982)!
III Phys. Rev. D28 (1983)!
!

I!
II!

•Quasi-elastic is described using the free nucleon formalism!
!
!
where s and u are the Mandelstam variables. A, B and C depend on the 
form factors F1, F2 and the axial form factor FA.!
•The F1, F2 are known from electron-nucleon scatterings. The dipole  
ansatz is used to describe the axial form factor !

 !
!

•Experiments with deuterium targets have employed this ansatz, 
obtaining a world average !

!

•Modern experiments using heavy targets, like carbon, from 
MiniBooNE reported a higher axial mass!
•Other experiments such as K2K, SciBar and MINOS find similar 
higher axial mass compared with the world average.!
•This work presents results of a new model-independent approach 
for the axial form factor applied to deuterium data.!

!
!
!
!
!
!
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z-Expansion
The z-Expansion (Bhattacharya, Hill, Paz arXiv:1108.0423
[hep-ph]) is a conformal mapping which takes the kinematically
allowed region (t  0) to within z = ±1
! For reference, later plots will have |zmax| = 0.45

t = q
2 = �Q

2
tc = 9m2

⇡

z(t; t0, tc) =

p
tc � t �

p
tc � t0p

tc � t +
p
tc � t0

FA(z) =
1X

n=0

anz
n

z-Expansion implemented in GENIE, to be released soon [autumn]
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t0 = 0 t0 = topt0 (1.0GeV2)

||FA||2/|FA(t0)| 1.5-1.7 1.9-2.3

||FA||∞/|FA(t0)| 1.0-1.4 1.4-1.8

Table 1: Typical bounds on the coefficient ratios
√

∑

k a
2
k/a

2
0 (first line of table) and |ak/a0|

(second line) in an axial-vector dominance ansatz. The range corresponds to the range 250−
600MeV for the a1 width and the range 1190− 1270MeV for the a1 mass.

where t0 is a free parameter representing the point mapping onto z = 0. Analyticity implies
that the form factor can be expressed as a power series in the new variable,

FA(q
2) =

∞
∑

k=0

akz(q
2)k . (9)

The coefficients ak are bounded in size, guaranteeing convergence of the series. Knowledge of
ImFA over the cut translates into information about the coefficients in the z expansion [9]. In
particular we have

a0 =
1

π

∫ π

0

dθReFA[t(θ) + i0] = FA(t0) ,

ak≥1 = −2

π

∫ π

0

dθ ImFA[t(θ) + i0] sin(kθ) =
2

π

∫ ∞

tcut

dt

t− t0

√

tcut − t0
t− tcut

ImFA(t) sin[kθ(t)] , (10)

where

t = t0 +
2(tcut − t0)

1− cos θ
≡ t(θ) . (11)

2.3 Coefficient bounds

For a given kinematic range 0 ≤ −t ≤ Q2
max, we can choose the free parameter t0 in

(8) to minimize the resulting maximum size of |z|. It is straightforward to see that the

“optimal” value of t0 is topt0 = tcut
(

1−
√

1 +Q2
max/tcut

)

, and for this value of t0, |z| ≤
[(1 + Q2

max/tcut)
1/4 − 1]/[(1 + Q2

max/tcut)
1/4 + 1]. For example, if the kinematic range is

Q2
max ! 1GeV2, then our expansion parameter is constrained to be |z| ! 0.2. Terms be-

yond linear order in the expansion are suppressed by |z|2 ! 0.04, etc., and are not tightly
constrained by current experimental data. This is the sense in which the slope of the form
factor (conventionally taken at q2 = 0) is essentially the only relevant shape parameter. The
effects of the higher order terms must of course be accounted for in assessing the uncertainty
on extracted observables. We now turn to this question.

The expansion coefficients appearing in (9) can be used to define norms,

||FA||p =
(

∑

k

|ak|p
)1/p

. (12)
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quasielastic neutrino scattering, Q2 = −q2 ≥ 0. As discussed in the Introduction, an expansion
at q2 = 0 defines an “axial mass parameter” mA, via

FA(q
2) = FA(0)

[

1 +
2

m2
A

q2 + . . .

]

=⇒ mA ≡

√

2FA(0)

F ′
A(0)

. (5)

Equivalently, we may define an “axial radius” rA, via

FA(q
2) = FA(0)

[

1 +
r2A
6
q2 + . . .

]

=⇒ rA ≡

√

6F ′
A(0)

FA(0)
. (6)

The factors appearing in (5) and (6) are purely conventional, motivated by the dipole ansatz
(2), and by the analogous charge-radius definition for the vector form factors. Asymptotically,
perturbative QCD predicts [10, 11] a ∼ 1/Q4 scaling, up to logarithms, for the axial-vector
form factor. However, the region Q2 ! 1GeV2 is far from asymptotic, and the functional
dependence of FA(q2) remains poorly constrained at accessible neutrino energies.

2.2 Analyticity
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Figure 1: Conformal mapping of the cut plane to the unit circle.

We proceed along lines similar to the vector form factor analysis in [9]. Recall the dispersion
relation for the form factor,

FA(t) =
1

π

∫ ∞

tcut

dt′
ImFA(t′ + i0)

t′ − t
, (7)

where t ≡ q2 and the integral starts at the three-pion cut, tcut = 9m2
π. We can make use

of this model-independent knowledge by noticing that the separation between the singular
region, t ≥ tcut, and the kinematically allowed physical region, t ≤ 0, implies the existence of
a small expansion parameter, |z| < 1. As illustrated in Fig. 1, by a standard transformation,
we map the domain of analyticity onto the unit circle in such a way that the physical region
is mapped onto an interval:

z(t, tcut, t0) =

√
tcut − t−

√
tcut − t0√

tcut − t+
√
tcut − t0

, (8)
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Curves are the cross sections for the single nucleon for the z-Expansion and Dipole 
fits, data are the cross sections on carbon from MiniBooNE and NOMAD 
experiments

Dipole

z-Expansion

FA(q
2) =

FA(0)

(1� q2

m2
A
)2

mA = 1.026± 0.021GeV

mA = 1.35± 0.17GeV

III!

FA(0) is constrained from neutron !
beta decay

GeV

GeV

Preliminary shape-only fits are shown

d�

dq2
=

M2G2
F cos

2✓C
8⇡E2

⌫

{A(q2)�B(q2)
s� u

M2
+ C(q2)

(s� u)2

M4
}

Deuterium best fit compared to data on Carbon

•The error band on the Z-Expansion 
prediction is extracted from the joint fit  to 
deuterium data using the same fit parameters 
as the above total cross section fit and the 
error band on the dipole prediction is from 
the world average axial mass extracted from 
deuterium data with mA=0.99 GeV/c2!

•The resulting cross section is higher with the 
best-fit z-Expansion parameters. The quality 
of the fit is similar, but the interpretation of 
the agreement and the presence of the multi-
nucleon effects in carbon might change.!

Differential Cross Section as a function of Q2

 J. Phys. G 28, R1 (2002) !

�2
/DOF 128/97
a1 2.25± 0.21
a2 �1.16± 0.38
a3 �4.2± 1.7
a4 4.6± 2.2

mdipole
A (ref) mdipole

A (old) mdipole
A (new)

BNL 1981 1.07(6) 1.09(6) 1.06(6)

ANL 1982 0.95(9) 1.08(6) 1.05(6)

FNAL 1983 1.05±0.12
0.16 1.20(10) 1.17(10)

2

MiniBooNE: Phys. Rev. D 81 (2010) !
NOMAD: Eur. Phys. J. C 63 (2009)

gA = 1.23 and muon mass was included. BBBA05 uses Fp =
2M2FA
Q2+M2

⇡
.

Olsson Fp = 0.

Nuclear corrections for all the data sets

Ignoring the first bin for ANL 1977, 1973 and FNAL 1983, but not for BNL1981.

mA(papers) mA(BBBA05) mA(Olsson) mA

ANL 1982 1.00± 0.05 1.03± 0.06 1.07±0.06 1.09± 0.06
BNL 1981 1.07± 0.06 1.04± 0.06 1.07±0.06 1.099±0.058
FNAL 1983 1.05±0.12

0.16 1.17± 0.11 1.20± 0.01 1.23± 0.098

Table 1: Extracted mA from deuterium experiments. The first mA values are from the original

publications, the second mA values has been extracted using the BBBA05 parameterizations, the

third mA values has been extracted from the Olsson parameterization.

mA(papers) mA(BBBA05) mA(Olsson)

BNL 1981 1.07± 0.06 1.04± 0.06 1.07±0.06
ANL 1982 1.00± 0.05 1.03± 0.06 1.07±0.06
FNAL 1983 1.05±0.12

0.16 1.17± 0.11 1.20± 0.01

�2
/DOF 168/122
mA 1.05(4)

1

�2
/DOF 167/119
a1 2.36+0.21

�0.19

a2 �0.61+0.42
�0.39

a3 �5.4+1.6
�1.7

a4 5.2+2.5
�2.2

mdipole
A (ref) mdipole

A (old) mdipole
A (new)

BNL 1981 1.07(6) 1.09(6) 1.06(6)

ANL 1982 0.95(9) 1.08(6) 1.05(6)

FNAL 1983 1.05±0.12
0.16 1.20(10) 1.17(10)
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Quasi-Elastic Scattering (CCQE)

Minerba Betancourt 06/17/1510

• Quasi-elastic is one of the simplest channel in neutrino scattering
• We use a free nucleon CCQE formalism:

• where 

• Most of the form factors are known, except the axial form factor FA. This is 
parameterized as a dipole

• We need contribution from lattice QCD 

d�

dQ2
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F cos2 ✓C
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{A(Q2)±B(Q2)
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Free nucleon CCQE formalism:

Definitely not simple!

But if you look closely, there are just 6 form factors involved

Quasi-Elastic Scattering

Quasi-Elastic Scattering (CCQE)

FA(Q
2) =

FA(0)

(1� q2

M2
A
)2

d�

dq2
/ (F1, F2, FA)



Minerba Betancourt

Axial Form Factor

�25

• The dipole axial form factor ansatz:

• Experiments with deuterium targets have employed this                                  
anzatz,  obtaining a world average MA

• The dipole axial form factor is!
!
!
!

• FA(0) is constrained from neutron beta decay and mA is the axial mass!
• Experiments with deuterium targets have employed this anzatz, obtaining a world average 

mA!
!
!

• Modern experiments using heavy targets, like carbon, from MiniBooNE reported a higher 
axial mass!
!
!
!

• Other experiments such as K2K, SciBar and MINOS find similar higher axial mass 
compared with the world average!

• This high mA is an effective parameter, we expect represents multi-nucleon effects, and 
not directly the form factor

Axial Form Factor Ansatz

3

18

F 1
V

(q2) and F 2
V

(q2) are the Dirac electromagnetic isovector form factor and the Pauli elec-

tromagnetic isovector form factor. And the ⇠ = µp � µn = 3.71 (µ = anomalous magnetic

moment).

The F 1
V

and F 2
V

can be written as a function of the Sachs from factors:

F 1
V (q2) = (1 � q2

4M2
)�1[GV

E(q2) � q2

4M2
GV

M (q2)]

⇠F 2
V (q2) = (1 � q2

4M2
)�1[GV

M (q2) � GV

E(q2)]. (2.18)

The Sachs form factors have been well measured in electron scattering experiments [29].

The GV

M
, GV

E
are described to within ±10% experimentally by:

GV

E(q2) =
1

(1 � q2

0.71GeV 2 )2

GV

M (q2) =
1 + µp � µn

(1 � q2

0.71GeV 2 )2
. (2.19)

The cross section equation 2.16 also depends on the axial vector from factor FA(q2). This

axial-vector form factor can be written using a dipole approximation as follows

FA(q2) =
FA(0)

(1 � q2

(MA)2 )2
(2.20)

where MA is the axial vector mass. FA at (q2 = 0) has been measured in neutron � decay

experiments. The q2 dependance of the axial form factor is extracted from the neutrino-

nucleon quasi elastic data. This is equivalent to measuring MA.

The di↵erential cross section for charged current quasi elastic (CC QE) interactions

depends on the value of axial vector mass MA. Figure 2.3 shows the di↵erential cross

section for CC QE interactions as a function of Q2 for mono energetic neutrinos scattering

o↵ free nucleons using di↵erent values of MA, for MA = 1.0 GeV, MA = 1.1 GeV and

MA = 1.2 GeV. The left plot shows the curves normalized by area and shows that changing

the value of MA has an e↵ect on the shape of the cross section. The right plot shows

the curves absolutely normalized and shows that changes to MA also changes the overall

normalization of the cross section.

Measurements of the axial vector mass MA have been made by several experiments, the

next section provides a review of some experimental results.

The changes of MA can a↵ect the shape and rate information as is shown in figure

2.3. Some experiments present results for MA using only rate information, only shape

information or both. Those depending only on a rate analysis require a good knowledge

of the flux. Many of these experiments did not have su�cient knowledge of the incident

neutrino flux to use the rate information.

mA = 1.35± 0.17GeV

mA = 1.014± 0.014GeV Eur. Phys. J. C 53, 349 (2008)

Phys. Rev. D 81 (2011) 092005
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• These experiments measured the axial mass MA, pretty good agreement between the 
experiments
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• The dipole axial form factor ansatz:

• Modern experiments using heavy targets, like carbon from                                                 
MiniBooNE reported a higher axial mass

• Other experiments such as K2K, SciBar and MINOS find similar higher axial mass 
compared with the world average

• This high mA is an effective parameter that we expect represents 
multi-nucleons effects, and not directly the form factor itself
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Neutrino Experiments

• Introduction
• Motivation
• Overview of cross section measurements
• Charged current quasi-elastic
• Pion production
• Charge current inclusive 
• Deep inelastic 
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3 The NOMAD detector

The NOMAD detector [29] consisted of an active target
of 44 drift chambers with a total fiducial mass of 2.7 tons,
located in a 0.4 Tesla dipole magnetic field as shown in
Fig. 1. The X ×Y ×Z total volume of the drift chambers
is about 300× 300 × 400 cm3.

Drift chambers [37], made of low Z material served
the dual role of a nearly isoscalar target1 for neutrino in-
teractions and of tracking medium. The average density
of the drift chamber volume was 0.1 g/cm3. These cham-
bers provided an overall efficiency for charged track re-
construction of better than 95% and a momentum resolu-
tion which can be approximated by the following formula
σp

p ≈ 0.05√
L

⊕ 0.008p√
L5

, where the momentum p is in GeV/c

and the track length L in m. Reconstructed tracks were
used to determine the event topology (the assignment of
tracks to vertices), to reconstruct the vertex position and
the track parameters at each vertex and, finally, to iden-
tify the vertex type (primary, secondary, etc.). A transi-
tion radiation detector (TRD) [38,39] placed at the end
of the active target was used for particle identification.
Two scintillation counter trigger planes [40] were used to
select neutrino interactions in the NOMAD active target.
A lead-glass electromagnetic calorimeter [41,42] located
downstream of the tracking region provided an energy res-
olution of 3.2%/

√

E[GeV]⊕1% for electromagnetic show-
ers and was crucial to measure the total energy flow in
neutrino interactions. In addition, an iron absorber and
a set of muon chambers located after the electromagnetic
calorimeter was used for muon identification, providing
a muon detection efficiency of 97% for momenta greater
than 5 GeV/c.

The NOMAD neutrino beam consisted mainly of νµ’s
with an about 7% admixture of ν̄µ and less than 1% of
νe and ν̄e. More details on the beam composition can be
found in [30].

The main goal of the NOMAD experiment was the
search for neutrino oscillations in a wide band neutrino
beam from the CERN SPS [43,44]. A very good quality
of event reconstruction similar to that of bubble chamber
experiments and a large data sample collected during four
years of data taking (1995-1998) allow for detailed studies
of neutrino interactions.

3.1 Reconstruction of QEL events in the NOMAD
detector

A detailed information about the construction and perfor-
mance of the NOMAD drift chambers as well as about the
developed reconstruction algorithms is presented in [37].
Let us briefly describe some features relevant to the cur-
rent QEL analysis. The muon track is in general easily
reconstructed. However, when we study protons emitted
in the νµ QEL two-track candidates we deal with protons

1 the NOMAD active target is nearly isoscalar (nn : np =
47.56% : 52.43%) and consists mainly of Carbon; a detailed de-
scription of the drift chamber composition can be found in [37]
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Veto planes

x

y

z⊗

Fig. 1. A side-view of the NOMAD detector.

with momentum well below 1 GeV/c and with emission
angle above 60 degrees. For positive particles in the up-
ward hemisphere of the NOMAD detector such conditions
mean that these particles are almost immediately making
a U-turn due to the magnetic field. There were no spe-
cial efforts invested into tuning the NOMAD reconstruc-
tion program to reconstruct this particular configuration
(which is rather difficult due to the fact that these protons
are in the 1/β2 region of ionization losses, traversing much
larger amount of material, crossing drift cells at very large
angles where the spacial resolution of the drift chambers is
considerably worse and where a large amount of multiple
hits is produced, etc.). Some of these effects are difficult
to parametrize and to simulate at the level of the detec-
tor response in the MC simulation program. Thus, the
reconstruction efficiencies for this particular configuration
of outgoing protons could be different for the simulated
events and real data.

Let us stress, however, that for protons emitted down-
wards we observed a good agreement between data and
MC.

In the current analysis it was important to disentangle
the reconstruction efficiency effects discussed above from
the effects induced by intranuclear cascade (which could
change the proton kinematics and thus introduce drastic
changes in the final results due to the efficiency mismatch
between simulated and real data). In order to get rid of an
interplay between these two effects it was crucial to choose
the region in the detector with a stable reconstruction effi-
ciency. This could be achieved by selecting νµ QEL events
where protons are emitted in the lower hemisphere of the
NOMAD detector. This approach allowed to find the best
set of parameters for description of the intranuclear cas-
cade.

The most upsteam drift chamber was used as an addi-
tional veto to remove through-going muons from neutrino
interactions upstream of the NOMAD active target. This
is crucial for the study of single track events.Minerba Betancourt/Moriond QCD 2014

• Fine-grained scintillator tracker surrounded by calorimeters

The MINERvA Experiment
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FIG. 15: (Color online). Flux-unfolded MiniBooNE νµ CCQE
cross section per neutron as a function of neutrino energy. In
(a), shape errors are shown as shaded boxes along with the
total errors as bars. In (b), a larger energy range is shown
along with results from the LSND [56] and NOMAD [10] ex-
periments. Also shown are predictions from the nuance sim-
ulation for an RFG model with two different parameter vari-
ations and for scattering from free nucleons with the world-
average MA value. Numerical values are provided in Table X
in the Appendix.

CCQE parameters underpredicts the measured differen-
tial cross section values by 20 − 30%, while the model
using the CCQE parameters extracted from this shape
analysis are within ≈ 8% of the data, consistent within
the normalization error (≈ 10%). To further illustrate
this, the model calculation with the CCQE parameters
from this analysis scaled by 1.08 is also plotted and shown
to be in good agreement with the data.

C. Flux-unfolded CCQE cross section as a function
of neutrino energy

The flux-unfolded CCQE cross section per neutron,
σ[EQE,RFG

ν ], as a function of the true neutrino energy,
EQE,RFG

ν , is shown in Figure 15. These numerical values
are tabulated in Table X in the Appendix. The quantity
EQE,RFG

ν is a (model-dependent) estimate of the neu-
trino energy obtained after correcting for both detector
and nuclear model resolution effects. These results de-
pend on the details of the nuclear model used for the cal-
culation. The dependence is only weak in the peak of the
flux distribution but becomes strong for Eν < 0.5 GeV
and Eν > 1.2 GeV, i.e., in the “tails” of the flux distri-
bution.
In Figure 15, the data are compared with the nuance

implementation of the RFGmodel with the world average
parameter values, (M eff

A = 1.03 GeV, κ = 1.000) and
with the parameters extracted from this work (M eff

A =
1.35 GeV, κ = 1.007). These are absolute predictions
from the model (not scaled or renormalized). At the

source normalization error (%)

neutrino flux prediction 8.66

background cross sections 4.32

detector model 4.60

kinematic unfolding procedure 0.60

statistics 0.26

total 10.7

TABLE IV: Contribution to the total normalization uncer-
tainty from each of the various systematic error categories.

average energy of the MiniBooNE flux (≈ 800 MeV), the
extracted cross section is ≈ 30% larger than the RFG
model prediction with world average parameter values.
The RFG model, with parameter values extracted from
the shape-only fit to this data better reproduces the data
over the entire measured energy range.
Figure 15(b) shows these CCQE results together with

those from the LSND [56] and NOMAD [10] experiments.
It is interesting to note that the NOMAD results are bet-
ter described with the world-average M eff

A and κ values.
Also shown for comparison in Fig. 15(b) is the predicted
cross section assuming the CCQE interaction occurs on
free nucleons with the world-averageMA value. The cross
sections reported here exceed the free nucleon value for
Eν above 0.7 GeV.

D. Error Summary

As described in Section IVE, (correlated) systematic
and statistical errors are propagated to the final results.
These errors are separated into normalization and shape
uncertainties. The contributions from each error source
on the total normalization uncertainty are summarized
in Table IV. As is evident, the neutrino flux uncer-
tainty dominates the overall normalization error on the
extracted CCQE cross sections. However, the uncer-
tainty on the flux prediction is a smaller contribution
to the shape error on the cross sections. This can be
seen in Figure 16 which shows the contribution from the
four major sources to the shape error on the total (flux-
unfolded) cross section.
The detector model uncertainty dominates the shape

error, especially at low and high energies. This is because
errors in the detector response (mainly via uncertain-
ties in visible photon processes) will result in errors on
the reconstructed energy. These errors grow in the tails
of the neutrino flux distribution due to feed-down from
events in the flux peak. This type of measurement usu-
ally has large errors due to non-negligible uncertainties
in the CC1π+ background predictions. In this measure-
ment, that error is reduced through direct measurement
of the CC1π+ background. However, this error is not
completely eliminated due to the residual uncertainty on
the rate of intranuclear pion absorption that is included.

MA = 1.35± 0.17GeV
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FIG. 8. Free nucleon CCQE cross section computed
from Eqs. (31), (32) and (33), for neutrino-neutron (top)
and antineutrino-proton (bottom) scattering. Also shown
are results using dipole axial form factor with axial mass
mA = 1.014(14) GeV [55].

energies, the cross sections and uncertainties shown in
Fig. 8 are

�⌫n!µp(E⌫ = 1GeV) = 10.1(0.9)⇥ 10�39 cm2 ,

�⌫n!µp(E⌫ = 3GeV) = 9.6(0.9)⇥ 10�39 cm2 , (38)

for neutrinos and

�⌫̄p!µn(E⌫ = 1GeV) = 3.83(23)⇥ 10�39 cm2 ,

�⌫̄p!µn(E⌫ = 3GeV) = 6.47(47)⇥ 10�39 cm2 , (39)

for antineutrinos.
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FIG. 9. Cross section for charged-current quasielastic events
from the MINERvA experiment [56] as a function of re-
constructed Q2, compared with prediction using relativistic
Fermi gas (RFG) nuclear model with z expansion axial form
factor extracted from deuterium data. MINERvA data uses
an updated flux prediction from [82]. Also shown are results
using the same nuclear model but dipole form factor with
axial mass mA = 1.014(14) GeV [55].

C. Neutrino nucleus cross sections

Connecting nucleon-level information to experimen-
tally observed neutrino-nucleus scattering cross sections
requires data-driven modeling of nuclear e↵ects. Our
description of the axial form factor and uncertainty in
Eqs. (31), (32), and (33) can be readily implemented
in neutrino event generators that interface with nuclear
models.15

A multitude of studies and comparisons are possible.
As illustration, consider MINERvA quasielastic data on
carbon [56]. Figure 9 shows a comparison of the Q2 dis-
tribution of measured events with the predictions from
our FA(q2), using a relativistic Fermi gas nuclear model
in the default configuration of the GENIE v2.8 neutrino
event generator [6]. For comparison, we display the result
obtained using a dipole FA with axial mass central value
and error as quoted in the world average of Ref. [55]. The
central curves di↵er in their kinematic dependence, and
the dipole result severely underestimates the uncertainty
propagated from deuterium data.
The z expansion implementation within GENIE in-

15
The z expansion will be available in GENIE production release

v2.12.0. The code is currently available in the GENIE trunk

prior to its o�cial release. The module provides full generality

of the z expansion, and supports reweighting and error analysis

with correlated parameters.

• A model independent description of the axial form factor called z-expansion is derived in 
Phys. Rev. D84 (2011)

• The form factor can be expressed as a power series of a new variable z

• where the expansion coefficients ak are dimensionless numbers representing nucleon 
structure information

• Derived from first principles of QCD
• Extensively used in meson decay

�27

z-expansion

4

• A model independent description of the axial form factor called z-expansion is derived in 
Phys. Rev. D84 (2011)!

• The form factor can be expressed as a power series of a new variable z!
!
!
!
!

• where the expansion coefficients ak are dimensionless numbers representing nucleon 
structure information!

• Advantages of the z-expansion: realistic error bars, parameters bounded and decreasing 
[requirement from perturbative QCD]!

• A model independent determination of the axial mass using the MiniBooNE data gives 
effective mA<1 GeV [Phys. Rev. D84 (2011)]

5

where ni is the number of events in the i-th bin, and µi is
the theory prediction (7) for the bin. Errors correspond
to changes of 1.0 in the -2LL function.

Because we do not use an unbinned likelihood fit, we
do not expect precise agreement even when the original
choices of constants in Table I are used. Comparing the
first two columns of Table II, the size of the resulting sta-
tistical uncertainties are approximately equal, and there
are similar sized discrepancies in the central values. A
similar exercise was performed in Refs. [64, 73, 74], and
similar results were obtained. Having reproduced the
original analyses to the extent possible, we will proceed
with the updated constants as in the final column of Ta-
ble I.

III. z EXPANSION ANALYSIS

The dipole assumption (9) on the axial form factor
shape represents an unquantified systematic error. We
now remove this assumption, enforcing only the known
analytic structure that the form factor inherits from
QCD. We investigate the constraints from deuterium
data in this more general framework. A similar analysis
may be performed using future lattice QCD calculations
in place of deuterium data.

A. z expansion formalism

The axial form factor obeys the dispersion relation,

FA(q
2) =

1

⇡

Z 1

tcut

dt0
ImFA(t0 + i0)

t0 � q2
, (11)

where tcut = 9m2
⇡ represents the leading three-pion

threshold for states that can be produced by the axial
current. The presence of singularities along the posi-
tive real axis implies that a simple Taylor expansion of
the form factor in the variable q2 does not converge for
|q2| � 9m2

⇡ ⇡ 0.18GeV2. Consider the new variable ob-
tained by mapping the domain of analyticity onto the
unit circle [30],

z(q2, tcut, t0) =

p
tcut � q2 �

p
tcut � t0p

tcut � q2 +
p
tcut � t0

, (12)

where t0, with �1 < t0 < tcut, is an arbitrary number
that may be chosen for convenience. In terms of the new
variable we may write a convergent expansion,

FA(q
2) =

kmaxX

k=0

akz(q
2)k , (13)

where the expansion coe�cients ak are dimensionless
numbers encoding nucleon structure information.

TABLE III. Maximum value of |z| for di↵erent Q2 ranges
and choices of t0. t

optimal
0 is defined in Eq. (14).

Q2
max [GeV2] t0 |z|max

1.0 0 0.44

3.0 0 0.62

1.0 toptimal
0 (1.0GeV2) = �0.28GeV2 0.23

3.0 toptimal
0 (1.0GeV2) = �0.28GeV2 0.45

3.0 toptimal
0 (3.0GeV2) = �0.57GeV2 0.35

In any given experiment, the finite range of Q2 implies
a maximal range for |z| that is less than unity. We denote
by toptimal

0 (Q2
max) the choice which minimizes the maxi-

mum size of |z| in the range �Q2
max  q2  0. Explicitly,

toptimal
0 (Q2) = tcut(1�

p
1 +Q2

max/tcut) . (14)

Table III displays |z|max for several choices of Q2
max and

t0.
The choice of t0 can be optimized for various applica-

tions. We have in mind applications with data concen-
trated below Q2 = 1GeV2, and therefore take as default
choice,

t̄0 = toptimal
0 (1GeV2) ⇡ �0.28GeV2 , (15)

minimizing the number of parameters that are necessary
to describe data in this region. Inspection of Table III
shows that the form factor expressed as FA(z) becomes
approximately linear. For example, taking |z|max = 0.23
implies that quadratic, cubic, and quartic terms enter at
the level of ⇠ 5%, 1% and 0.3%.
The asymptotic scaling prediction from perturbative

QCD [75], FA ⇠ Q�4, implies the series of four sum
rules [34]

1X

k=n

k(k � 1) · · · (k � n+ 1)ak = 0 , n = 0, 1, 2, 3 .

(16)

We enforce the sum rules (16) on the coe�cients, en-
suring that the form factor falls smoothly to zero at
large Q2. Together with the Q2 = 0 constraint, this
leaves Na = kmax � 4 free parameters in Eq. (13). From
Eq. (16), it can be shown [34] that the coe�cients behave
as ak ⇠ k�4 at large k. We remark that the dipole ansatz
(9) implies the coe�cient scaling law |ak| ⇠ k at large k,
in conflict with perturbative QCD.
In addition to the sum rules, an examination of explicit

spectral functions and scattering data [30] motivates the
bound of

|ak/a0|  5. (17)

As noted above, from Eq. (16), the coe�cients behave as
ak ⇠ k�4 at large k. We invoke a fall-o↵ of the coe�cients
at higher order in k,

|ak/a0|  25/k , k > 5. (18)

Aaron Meyer, MB, Richard Gran and Richard Hill, Phys. Rev D93(2016)

Axial Form Factor



Minerba Betancourt

• Using the kinematics of the muon    

Laura Fields I Recent Results from MINERvA 05/07/16

Muon Antineutrino Quasi-Elastic Scattering

18

proton

!+

ν̄!

recoiling 
neutron

Quasi-elastic (QE) 
scattering dominates 
charged-current (and 

therefore oscillation signals) 
at ~1 GeV.  

QE on nucleons is thought 
to be well understood.

But scattering on nuclei is 
complicated by final state interactions 
that introduce “quasielastic-like” zero-

pion final states

And by the possibility of 
interactions with multi-nucleon 

bound states (frequently 
called 2p2h interactions).

Double Differential Cross Sections (Antineutrinos and Neutrinos)

�28

d2�

dPTµdPZµ• Data agrees with the simulation 
that includes nuclear effects (RPA 
and 2p2h)    

Antineutrinos: Phys.Rev. D97 (2018) no.5, 052002 

MINERvA

Neutrino CCQE-like

42

Phys. Rev. D 99, 012004

The full tune does a good job of describing the major features
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• Probing final state nuclear effects using the transverse imbalance                                                                       
of the leading proton and the lepton
• First differential cross section in initial struck neutron                                                 

momentum 
- Useful to constrain initial nuclear effects, deficiencies in the model                                 

at low and mid region of the neutron momentum 

MINERvA New Observables

�29

• Differential cross section in transverse boosting angle δαT

- The transverse boosting angle δαT represents the direction of the 
transverse momentum imbalance

94

Advanced Topics: GENIE FSIs

No p-FSI acceleration                                        

● (pre2015) hA: effective model, include “elastic component” in intranuclear scattering, used in 
GENIE MINERvA Tune (v1)

● hA2015: removed “elastic component”, replacing hA in MnvGENIE-v1-hA2015

Xianguo Lu, Oxford

QE peak not distorted, but much narrower

Transverse Kinematic Imbalances 
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3

FIG. 2. Schematic illustration of the single-transverse kine-
matic imbalance—δφT, δp⃗T and δαT—defined in the plane
transverse to the neutrino direction.

transverse projection. The combined effect determines
the evolution of the δαT distribution with pℓ

′

T. An exam-
ple predicted by NuWro is shown in Fig. 3. At pℓ

′

T ! pF,
the cross section for δαT at 180 degrees is suppressed
in QE interactions due to Pauli blocking, which leads to
a forward peak in the distribution of δαT at small pℓ

′

T.
As pℓ

′

T → Eν , the cross section for δαT at 0 degrees is
suppressed by the conservation of the longitudinal mo-
mentum. Even though the fractions of events in both
extremes of the pℓ

′

T spectrum change with the neutrino
energy, they are insignificant for the few GeV neutrino
interactions. As a result, the δpT and δαT distributions
are largely independent of Eν , as is shown in Fig. 4, where
the evolution of the distributions with the neutrino en-
ergy is dominated by variations in the strength of the
FSIs.
The transverse momentum imbalance δpT has been

used by the NOMAD experiment to enhance the purity of
the selected QE [15], while the “transverse boosting an-
gle” δαT is proposed here for the first time. Experimen-
tal data on δαT will reveal the accelerating/decelerating
nature of FSIs. Its dependence on pℓ

′

T, measured in a
detector that has a low momentum threshold, will addi-
tionally provide constraints on Pauli blocking.
Besides the transverse momentum imbalance and

boosting angle, another single-transverse variable can be
defined (Fig. 2):

δφT ≡ arccos
−p⃗ ℓ

′

T · p⃗N′

T

pℓ
′

Tp
N′

T

, (6)

which measures the deflection of N′ with respect to q⃗
in the transverse plane. If the initial-state nucleon were
static and free, δφT would be zero; with nuclear effects,
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FIG. 3. Conditional probability density function of δαT as
a function of the muon pT without FSIs (each slice of pµT is
normalized in such a way that the maximum is 1; the renor-
malized density is shown on the z-axis), predicted by NuWro
for νµ CC QE on carbon (RFG) at neutrino energy of 1 GeV
with FSIs switched off.

the deflection caused by ∆p⃗ adds in a smearing to the
initial distribution of δφT that is determined by p⃗N. Ex-
periments have measured the δφT distribution in QE-like
events [16] and used it to enhance the QE purity [15, 17].
However, the trigonometric relation illustrated by Fig. 2
shows that δφT scales with δpT/pℓ

′

T and therefore depends
on the lepton kinematics which are sensitive to the neu-
trino energy. The energy dependence of pℓ

′

T counteracts
the FSI deflection and the uncertainties from the nuclear
effects and neutrino flux become convolved. The distri-
bution of δφT by NuWro is shown in Fig. 5 for different
neutrino energies. In contrast to the expected evolution
with the FSI strength, the distribution becomes narrower
at higher energy because of the increase of pℓ

′

T. This
serves as an example of how the neutrino energy depen-
dence can bias a measurement of nuclear effects. Because
of the pℓ

′

T dependence, the single-transverse variables all
suffer to some extent from a dependence on the neutrino
energy even after kinematic saturation is reached. Nev-
ertheless, the study of nuclear effects can be performed
by restricting pℓ

′

T.

IV. MODEL PREDICTIONS

In the previous discussion, an equivalence is estab-
lished between the nuclear effects in neutrino-nucleus in-
teractions and the transverse kinematic imbalance. Ini-
tial and final-state effects can be directly observed via
δp⃗T, as can be seen by rewriting Eq. 4 into

δp⃗T = p⃗N
T −∆p⃗T, (7)

where p⃗N is the momentum of the initial nucleon. In this
section we present the latest predictions of the single-
transverse variables. Interactions of neutrinos from the

2

II. NUCLEAR MEDIUM RESPONSE

Consider a CC interaction on a nucleus. At the basic
level the neutrino ν interacts with a bound nucleon N
which then transits to another hadronic state N′:

ν +N → ℓ′ +N′, (1)

where ℓ′ is the charged lepton. In the rest frame of the nu-
cleus, the bound nucleon is subject to Fermi motion with
momentum p⃗N, and an energy-momentum (ω, q⃗) carried
by a virtual W -boson (W ∗) is transferred to it as the
neutrino scatters. In characterizing the interaction, the
virtuality Q2 ≡ q2 − ω2 and the invariant mass W of
N′ are used. Following energy-momentum conservation
(the binding energy is neglected compared to the initial
nucleon energy [6]), the energy transfer reads

ω =
Q2 +W 2 −m2

N + 2q⃗ · p⃗N

2
√

m2
N + p2N

, (2)

∼
Q2 +W 2 −m2

N

2
√

m2
N + p2N

, (3)

where mN is the mass of N, and the last line follows from
averaging out the direction of p⃗N in Eq. 2, which is a first
order approximation because the polarization term ∼

q⃗·p⃗N with opposite orientations of p⃗N for a give q⃗ does not
exactly cancel as the W ∗-N cross section is slightly dif-
ferent with the varying center-of-mass energy [7]. Below
the deeply inelastic scattering (DIS) region—especially
in QE and RES where W equals the nucleon and dom-
inantly the ∆(1232) resonance mass, respectively—the
cross section is suppressed when Q is larger than the nu-
cleon mass. The hadron momentum in these channels,
as indicated by Eq. 3, “saturates” if the neutrino energy
is above the scale Q2/2mN ∼ O(0.5 GeV) beyond which
the charged lepton retains most of the increase of the
neutrino energy.
Once the final state hadron N′ is produced, it starts

to propagate through the nuclear medium [8]. Under the
assumption that the basic interaction (Eq. 1) and the
in-medium propagation are uncorrelated (i.e., are factor-
ized), the momentum of N′, which depends weakly on
the neutrino energy, completely determines the medium
response, including the in-medium interaction probabil-
ity τf [9] and the energy-momentum transfer (∆E,∆p⃗)
to the medium (if N′ decays inside the nucleus, the to-
tal effect of all decay products is considered). It is the
latter that leads to nuclear excitation [10] or break-up
and consequently nuclear emission. The nuclear emission
probability, P (∆E,∆p⃗), correlates the medium response
to the in-medium energy-momentum transfer [11]. The
factorization assumption suggests that P (∆E,∆p⃗) is in-
dependent of the neutrino energy Eν , which is consistent
with the implementation in the NuWro [12, 13] simula-
tion shown in Fig. 1. In addition, as the neutrino energy
increases, the predicted FSI strength saturates, as is in-
dicated by τf in the figure.
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FIG. 1. Nuclear emission probability as a function of the
in-medium momentum transfer, simulated by NuWro [12] for
νµ CC QE on carbon—nuclear state modeled as relativistic
Fermi gas (RFG) [14]—at neutrino energy of 0.6, 1, 3 and
6 GeV. Multinucleon correlations are ignored. The in-medium
interaction probability τf (extracted from the simulation out-
put throughout this work) is shown in the legend.

III. SINGLE-TRANSVERSE KINEMATIC

IMBALANCE

To make a neutrino energy-independent measurement
of nuclear effects, the in-medium energy-momentum
transfer (∆E, ∆p⃗) would be the ideal observable; this
however is not experimentally accessible because of the
unknown initial nucleon momentum and the initially un-
known neutrino energy. Instead, ∆p⃗ can be directly in-
ferred from the following single-transverse kinematic im-
balance (Fig. 2):

δp⃗T ≡ p⃗ ℓ
′

T + p⃗N′

T , (4)

δαT ≡ arccos
−p⃗ ℓ

′

T · δp⃗T
pℓ

′

TδpT
, (5)

where p⃗ ℓ
′

T and p⃗N′

T are the projections of the extra-nucleus
final-state momenta transverse to the neutrino direction.
In particular, −p⃗ ℓ

′

T = q⃗T, the transverse component of q⃗.
If the initial-state nucleon were static and free, δpT

would be zero—a feature that is not possessed by other
experimentally accessible variables such as the final-state
momenta. If FSIs could be switched off, δp⃗T and δαT

would be the transverse projection of p⃗N and of the an-
gle between p⃗N and q⃗, respectively. Accordingly, to first
approximation, the distribution of δp⃗T would be inde-
pendent of the neutrino energy, and that of δαT would
be flat due to the isotropy of Fermi motion. The FSI
acceleration (deceleration) of the propagating N′ adds in
a smearing to δpT and pushes δp⃗T forward (backward)
to (−)q⃗T, making δαT → 0 (180) degrees.
Second order effects that lead to the dependence on

the neutrino energy include the previously discussed po-
larization (see text after Eq. 2), Pauli blocking, and the
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• Differential cross section in initial struck neutron momentum pn

Initial Neutron Momentum
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Minerba Betancourt I MINERvA Experiment

Selected Events in Neutrino Beam
• Event selection:	

• Muon track in MINERvA extending into MINOS	

• If second track found, it is require to be consistent with a proton	

• Michel veto 	

• Require the Q2-dependent recoil energy cut	

• QE-like: any number of nucleons, but no pions	
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 Joint Group Between Theorists and Experimentalists at Fermilab

What we have What we need
• Rich neutrino program at Fermilab 
• Remaining questions of neutrino   
 oscillation 
• Neutrino phenomenology  
• HEP theory 
• Experimentalists 
• Software expertise (collider, 

lattice, ν)  

  

 

• Communication between theorists 
and experimentalists 

• Accurate models 
• New models to be developed and 

incorporated in the simulations 
• Detailed understanding of each of 

the component of theory 

  

 

• Walter Giele, Adi Ashkenazi and Minerba Betancourt are leading the effort 
• Members of the group are Fermilab scientists, distinguish Fellows, intensity 

Frontiers and neutrino physics center fellows
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Joint group between theorists and Experimentalists

�31

• We have been meeting once a month since 2017
• Details at Indico https://indico.fnal.gov/category/724/
• We identified specific topics for the working groups and started to work 
• Interfacing theory and GENIE: 
• Nuclear ab initio 
• DIS
• Radiative corrections and nue/numu cross section differences 
• Lattice QCD
• Phenomenology 

• We welcome new collaborators!
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Summary

�32

• Several challenges from the theoretical model side and experimental side to 
understanding neutrino interactions 

• Many theoretical developments to model meson exchange current and nuclear long 
range correlations

• More development needed for pion production and deep inelastic scattering

• Rich set of new cross section measurements from MINERvA, MicroBooNE and 
NOvA

• Data -model disagreement across many experiments

• We are learning a lot from neutrino-nucleus interactions and building a rich set of 
cross section results for the oscillation experiments

• Oscillation experiments depend on modeling nuclear effects correctly and 
knowledge of cross sections to a few percent for precision oscillation 
measurements
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BackUp Slides 
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MINERvA Inclusive Cross Sections On Different Nuclei 

�34

• MINERvA measured inclusive charged current cross section ratios as a function of 
Bjorken x

• x corresponds to the fraction of the initial nucleon’s momentum that is carried by 
the struck quark

• Model of nuclear effects is wrong for heavier nuclei
• The high X region greater than one is dominated by short range correlation

Joel Mousseau 7

Charged Lepton Nuclear Effects

Scaling variable Bjorken x. In the 
parton model, x is the fractional 
momentum of the struck quark

● Shadowing and 
Anti-shadowing: Depletion 
of cross section at low x, 
presumably compensated 
by a enhancement from x ~ 
0.1 – 0.3. Shadowing is well 
understood experimentally 
and theoretically.

● EMC Effect: no universally 
accepted cause (though 
many theories). What is 
known is that it is a strong 
function of local nuclear 
density.

● Fermi motion: Each quark 
is allowed to have a 
maximum momentum of x = 
A, so increasing A increases 
maximum allowable x. 
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Inclusive Ratios: dσ /dx

C/CH
Fe/CH

Pb/CH

● Data are presented in reconstructed x: we do not correct for detector 
smearing.

● Our neutrino interaction simulation is GENIE version 2.6.2 
(C.Andreopoulos et al., Nucl.Instrum.Meth.A614:87-104,2010.) 

● GENIE assumes an x dependent nuclear effect from charged lepton 
scattering, applies the same to each nuclei (C, Fe, and Pb).

● In this case, we observe an excess in the data at large x, and a deficit at 
low x, both of which grow with the size of the nucleus. 

Tice, Datta, Mousseau et. al, 
Phys. Rev. Lett. 112, 231801 (2014).
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Minerba Betancourt

• Adding in models of multi nucleon and RPA improves agreement in some regions 

• Performed an empirical fit to scale up the multi nucleon contribution
• The fit is performed using neutrino data, then applied in antineutrino analysis 
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⌫/⌫̄

I We perform an empirical fit to scale up the 2p2h contribution

I The fit is performed using neutrino data, then applied in anti-neutrino analyses
Phys. Rev. Lett. 120, 221805 (2018)
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Minerba Betancourt

• The tune from neutrino data also agrees with antineutrino data

• Remaining problem is the region with pion production 
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I We perform an empirical fit to scale up the 2p2h contribution

I The fit is performed using neutrino data, then applied in antineutrino analyses
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