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Year System E (TeV) Data
2011 PbPb 2.76 174.3 μb-1

2013 pPb 5.02 35.5 nb-1

2015 PbPb 5.02 0.55 nb-1

2016 pPb 8.16 180.2 nb-1

2017 XeXe 5.44 6.0 μb-1

2018 PbPb 5.02 1.7 nb-1

Pb Pb Pb
p

Special thanks to 
the LHC team and 
everyone involved 

in data taking
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(Some of the) questions
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What is the origin of small 
system collectivity?

How can we probe different 
regions of nPDF better?

What is the effect of geometry 
and initial state fluctuation on the 

quenching phenomenon?

How to disentangle various 
types of fluctuations?

Potential effects from initial 
electromagnetic field?

Can we understand the QGP better by 
studying initial state effects?

How does the system 
evolve into thermalization?

What is the production 
mechanism of quarkonia?

How do we disentangle 
different nuclear effects?

…and many others…



Broad categories
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ElectroweakUltra-peripheral

Q

Heavy-flavor Correlations



Ultra-peripheral 
collisions (UPC)



Ultra-peripheral
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Pb

Pomeron / ɣ

Clean environment: 
no hot medium effects

ɣ-Pb & Pomeron-Pb topologies

Large EM flux around the ion



Exclusive dimuon
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number of forward 

neutrons

Impact parameter => 
photon energy

Photon energy (pT) => 
dimuon back-to-back-ness

b > 2 RPb

Y. Shuai, Jan. 13 arXiv:2011.05239

γγ → μ+μ−



Exclusive dimuon

9

1.1

1.2

1.3

1.4

1.5

1.6
3−10×

〉
co

re
α〈

)-1PbPb 5.02 TeV (1.5 nb

CMS

STARlight

T
 pγb-dep. 

0n0n 0n1n 0nXn 1n1n 1nXn XnXn
12

13

14

 (G
eV

)
〉
µ
µ

M〈 | < 2.4
µµ

|y
| < 2.4µη > 3.5 GeV, |µ

T
p

 < 60 GeVµµ8 < M

More neutronsFewer neutrons

Le
ss
 

ba
ck

-to
-b

ac
k

M
or

e 
ba

ck
-to

-b
ac

k

Correlation: dimuon and 
forward neutron!

𝛼 broadening is seen as 
a function of impact 

parameter without a hot 
QCD medium

α ≡ 1 −
Δϕμμ

π

𝛼 = 0 𝛼 > 0

Y. Shuai, Jan. 13 arXiv:2011.05239
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Forward Rapidity Gap
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4. Forward rapidity gap distributions 3

acceptance corrections and in studies of systematic effects. In addition a set of events triggered
on non-colliding bunches is used to study the noise in the detector.

The integrated luminosity of the minimum bias datasets is 3.9 and 2.5 µb�1 for Pbp and pPb
respectively with a total uncertainty of 3.5% [29]. The offline selection requires that at least one
tower of either HF has an energy of at least 10 GeV. Edge towers of the HF, 2.85 < |h| < 3.14,
are shadowed by the Endcap Hadronic calorimeter and thus are not considered in the selection,
as well as excessively noisy towers. Events with multiple primary vertices [30] were rejected to
minimize contribution from simultaneous inelastic collisions.

Figure 1 shows schematic topologies of single diffractive pomeron-lead (IPPb) and pomeron-
proton (IPp) processes for pPb collisions. The HF calorimeters at the side of lead or proton
dissociation are marked with the corresponding color, and are referred to as HF+ or HF-, de-
pending on the pseudorapidity sign. Single diffractive events are characterized by a large for-
ward rapidity gap (FRG) and an intact proton or ion. Since for these data it was not possible
to measure the intact protons or ions, the analysis is based upon the detection of large FRGs.
Double diffractive dissociation processes, when the proton or ion emitting a pomeron breaks
up, result in two sprays of particles separated by a rapidity gap. If the decay products from the
struck proton or ion escape the detector it is not possible to distinguish such events from single
diffractive ones.

The high Pb nuclear charge, ZPb = 82, enhances the flux of coherent quasi-real photons with
respect to the proton case by a factor of Z

2
Pb. This leads to a significant contribution of electro-

magnetic gp processes to the sample of events with a large gap on the lead side [31–35].

pPb

p

Pb

p

X

ℙ

Figure 1: Topologies of pPb events with large rapidity gaps for IPPb (left) and IPp or gp (right).
The blue and red cones indicate the products of diffractive dissociation for the lead ion and
proton respectively. The regions free of final state particles are marked with green arrows. It is
possible for gPb interactions to mimic the topology on the left but these are much suppressed
compared to the gp case.

4 Forward rapidity gap distributions
The central detector acceptance, |h| < 3, was divided into 12 bins each 0.5 units wide. The
following criteria were used to define empty bins:

• For |h| < 2.5, i.e. within the acceptance of the tracker, a given h bin was considered
to be empty if no high purity track [30] with pT > 200 MeV/c was found and the total
energy of all PF candidates was less than 6 GeV.

• For 2.5 < |h| < 3 a bin was considered to be empty if the total energy of all hadronic
PF candidates was less than 13.4 GeV. Due to a rather long energy tail of fake pho-
tons in this region, only neutral hadron PF candidates were considered to select a
rapidity gap.

The particle flow requirements ensure the rejection of h bins populated with neutral particles
only. The thresholds were set to be low enough to efficiently reject such events but still be above
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Figure 1: Topologies of pPb events with large rapidity gaps for IPPb (left) and IPp or gp (right).
The blue and red cones indicate the products of diffractive dissociation for the lead ion and
proton respectively. The regions free of final state particles are marked with green arrows. It is
possible for gPb interactions to mimic the topology on the left but these are much suppressed
compared to the gp case.

4 Forward rapidity gap distributions
The central detector acceptance, |h| < 3, was divided into 12 bins each 0.5 units wide. The
following criteria were used to define empty bins:

• For |h| < 2.5, i.e. within the acceptance of the tracker, a given h bin was considered
to be empty if no high purity track [30] with pT > 200 MeV/c was found and the total
energy of all PF candidates was less than 6 GeV.

• For 2.5 < |h| < 3 a bin was considered to be empty if the total energy of all hadronic
PF candidates was less than 13.4 GeV. Due to a rather long energy tail of fake pho-
tons in this region, only neutral hadron PF candidates were considered to select a
rapidity gap.

The particle flow requirements ensure the rejection of h bins populated with neutral particles
only. The thresholds were set to be low enough to efficiently reject such events but still be above

Gap Gap

By looking into non-hadronic events, we gain 
access to pomeron / photon interactions

Characteristics: large forward rapidity gap in 
the detector (region with no visible activity)

K. Kuznetsova, Jan. 12 CMS-HIN-PAS-18-019
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The diffraction enhanced DhF distributions were obtained as a weighted mean of the pPb and
Pbp spectra unfolded with EPOS-LHC, with weights defined by the statistical uncertainties of
the two spectra. The spectra are shown in Fig 4 together with hadron level predictions from
the EPOS-LHC, QGSJET II and HIJING generators. The results are presented in the laboratory
frame of reference. The nucleon-nucleon center-of-mass system is shifted with respect to the
laboratory frame by ylab = ±0.465 depending on the lead beam direction. All the generators
are below the data for both the IPPb and IPp+gp cases. For both topologies EPOS-LHC is closer
to the data than either QGSJET II or HIJING. For the IPp+gp the data are factor of at least 5 above
the generators, suggesting a strong contribution from gp events. EPOS-LHC and QGSJET II pre-
dictions on contributions from non-diffractive and different kinds of diffractive processes to
the diffraction enhanced DhF spectra are provided in Appendix A. Additional studies on con-
tribution from events without lead nuclear break up to the diffraction enhanced ds

dDhF spectrum
obtained for the IPp+gp event topology are described in Appendix A as well.
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Figure 4: Unfolded diffraction enhanced ds
dDhF spectra compared to hadron level predictions of

the EPOS-LHC, HIJING and QGSJET II generators. The data are corrected for the contribution
from events with undetectable energy in the HF calorimeter adjacent to the rapidity gap. The
corrections are obtained using the EPOS-LHC MC samples. For the pPb data sample, in the IPPb
case (left) the rapidity gap, DhF, is measured from h = 3 and no particles are present within
3 < h < 5.19, while for the IPp+gp case (right) the rapidity gap is measured from h = �3 and
no particles are present within �5.19 < h < �3. The statistical and systematic uncertainties
are added in quadrature. The gray band shows the resulting uncertainty excluding the error
introduced with the correction for the undetectable energy in the HF calorimeter, while the
yellow band accounts for all uncertainty sources. The bottom panels show the ratio of the three
generators to data.
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acceptance corrections and in studies of systematic effects. In addition a set of events triggered
on non-colliding bunches is used to study the noise in the detector.

The integrated luminosity of the minimum bias datasets is 3.9 and 2.5 µb�1 for Pbp and pPb
respectively with a total uncertainty of 3.5% [29]. The offline selection requires that at least one
tower of either HF has an energy of at least 10 GeV. Edge towers of the HF, 2.85 < |h| < 3.14,
are shadowed by the Endcap Hadronic calorimeter and thus are not considered in the selection,
as well as excessively noisy towers. Events with multiple primary vertices [30] were rejected to
minimize contribution from simultaneous inelastic collisions.

Figure 1 shows schematic topologies of single diffractive pomeron-lead (IPPb) and pomeron-
proton (IPp) processes for pPb collisions. The HF calorimeters at the side of lead or proton
dissociation are marked with the corresponding color, and are referred to as HF+ or HF-, de-
pending on the pseudorapidity sign. Single diffractive events are characterized by a large for-
ward rapidity gap (FRG) and an intact proton or ion. Since for these data it was not possible
to measure the intact protons or ions, the analysis is based upon the detection of large FRGs.
Double diffractive dissociation processes, when the proton or ion emitting a pomeron breaks
up, result in two sprays of particles separated by a rapidity gap. If the decay products from the
struck proton or ion escape the detector it is not possible to distinguish such events from single
diffractive ones.

The high Pb nuclear charge, ZPb = 82, enhances the flux of coherent quasi-real photons with
respect to the proton case by a factor of Z

2
Pb. This leads to a significant contribution of electro-

magnetic gp processes to the sample of events with a large gap on the lead side [31–35].
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Figure 1: Topologies of pPb events with large rapidity gaps for IPPb (left) and IPp or gp (right).
The blue and red cones indicate the products of diffractive dissociation for the lead ion and
proton respectively. The regions free of final state particles are marked with green arrows. It is
possible for gPb interactions to mimic the topology on the left but these are much suppressed
compared to the gp case.

4 Forward rapidity gap distributions
The central detector acceptance, |h| < 3, was divided into 12 bins each 0.5 units wide. The
following criteria were used to define empty bins:

• For |h| < 2.5, i.e. within the acceptance of the tracker, a given h bin was considered
to be empty if no high purity track [30] with pT > 200 MeV/c was found and the total
energy of all PF candidates was less than 6 GeV.

• For 2.5 < |h| < 3 a bin was considered to be empty if the total energy of all hadronic
PF candidates was less than 13.4 GeV. Due to a rather long energy tail of fake pho-
tons in this region, only neutral hadron PF candidates were considered to select a
rapidity gap.

The particle flow requirements ensure the rejection of h bins populated with neutral particles
only. The thresholds were set to be low enough to efficiently reject such events but still be above
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Figure 1: Topologies of pPb events with large rapidity gaps for IPPb (left) and IPp or gp (right).
The blue and red cones indicate the products of diffractive dissociation for the lead ion and
proton respectively. The regions free of final state particles are marked with green arrows. It is
possible for gPb interactions to mimic the topology on the left but these are much suppressed
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4 Forward rapidity gap distributions
The central detector acceptance, |h| < 3, was divided into 12 bins each 0.5 units wide. The
following criteria were used to define empty bins:

• For |h| < 2.5, i.e. within the acceptance of the tracker, a given h bin was considered
to be empty if no high purity track [30] with pT > 200 MeV/c was found and the total
energy of all PF candidates was less than 6 GeV.

• For 2.5 < |h| < 3 a bin was considered to be empty if the total energy of all hadronic
PF candidates was less than 13.4 GeV. Due to a rather long energy tail of fake pho-
tons in this region, only neutral hadron PF candidates were considered to select a
rapidity gap.

The particle flow requirements ensure the rejection of h bins populated with neutral particles
only. The thresholds were set to be low enough to efficiently reject such events but still be above

Valuable input to generators

K. Kuznetsova, Jan. 12 CMS-HIN-PAS-18-019
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Figure 2: Correlation matrices for the systematic uncertainties, as a function of invariant mass
(top), rapidity in the center-of-mass frame (left), pT (center) and f⇤ (right), for 15 < mµµ <
60 GeV (middle row) and 60 < mµµ < 120 GeV (bottom row).
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Figure 1: Comparison of the data (black points) with the total of the Z/g⇤ signal and back-
ground predictions (filled histograms), estimated as described in the text, as a function of in-
variant mass (top), rapidity in the center-of-mass frame (left), pT (center) and f⇤ (right), for
15 < mµµ < 60 GeV (middle row) and 60 < mµµ < 120 GeV (bottom row). The first bins of
the pT and f⇤ distributions start at 0. Vertical error bars represent statistical uncertainties. The
ratio of the data to the prediction is shown in the bottom panels. The boson pT reweighting
described in the text is not applied to signal. The hatched regions show the quadratic sum
of the systematic uncertainties (including luminosity, but excluding acceptance and unfolding
uncertainties) and the nPDF uncertainties (CT14+EPPS16).

Full correlation  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A. Baty, Jan. 14 CMS-HIN-PAS-18-003
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uncertainties, accounting for correlations described in the previous section. In particular, for
60 < mµµ < 120 GeV and at large |yCM|, an indication for a forward-backward ratio smaller
than unity is found, consistent with the expectation from the combination of shadowing and
anti-shadowing effects.
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Figure 5: Forward-backward ratios for 15 < mµµ < 60 GeV (left) and 60 < mµµ < 120 GeV
(right). The error bars on the data represent the quadratic sum of the statistical and systematic
uncertainties. The theory predictions from the POWHEG NLO generator are also provided,
using CT14 (blue) or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF
uncertainty on this prediction. The ratio of the predictions to the data is shown in the bottom
panels, where the data and nPDF uncertainties are given separately, respectively as error bars
around one and coloured boxes.

4 Summary

Differential cross section measurements of the Drell–Yan process in the dimuon channel in
proton-lead collisions at ps

NN
= 8.16 TeV have been reported, including the pT and rapidity

dependencies in the Z boson mass region (60 < mµµ < 120 GeV). For the first time in heavy
ion collisions, the pT and rapidity dependence for smaller masses 15 < mµµ < 60 GeV, the f⇤

dependence for both 15 < mµµ < 60 GeV and 60 < mµµ < 120 GeV, and the mass dependence
from 15 to 600 GeV are measured. In addition, forward-backward ratios have been built from
the rapidity-dependent cross sections, highlighting the presence of nuclear effects in the parton
distribution functions. These new results may help constrain the quark and antiquark nuclear
parton distribution functions, but also point to an imperfect modelling of the process in the
POWHEG event generator, especially at low dimuon masses.
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TAA. The PbPb data are also peaked at an intermediate value of z, indicating a sizable amount
of small angle hadroproduction.

The PbPb data show a suppression level that is generally comparable to that observed for
“inclusive” prompt J/y, i.e., without the explicit jet requirement [10]. This is quantified by
the ratio of these two distributions, RAA, the nuclear modification factor, shown in Fig 5 (right).
The data show a rising trend as a function of z. This trend is qualitatively similar to the rising
trend observed for inclusive prompt J/y, for the comparable range of pT (6.5 – 30 GeV).
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Figure 5: Left: J/y yields as a function of z in pp and PbPb collisions. Right: The nuclear mod-
ification factor RAA as a function of z. Bars indicate statistical uncertainties, while systematic
uncertainties are depicted as boxes. The box around unity shows the normalization uncertain-
ties.

Figure 6 shows the RAA for two centrality selections, 0-20% and 20-90%. A larger degree of
suppression is observed for the more central selection, for final state effects related to the QGP.
The rising trend as a function of z is more pronounced in central events. In the largest z bin,
isolated J/y have a significantly reduced suppression compared to lower values of z. Such a
reduction of suppression at large z has a natural interpretation in terms of the jet quenching
phenomenon. Lower values of z should be populated with jets with a J/y produced late in the
parton shower. Such a parton cascade is expected to have a large degree of interaction with the
QGP in the form of subsequent medium-induced emissions, as compared to a jet with a small
partonic multiplicity [34]. In this picture, the rising trend observed for inclusive prompt J/y
would be explained by the same mechanism, as z tends to increase with increasing pT.

6 Summary
Jets containing a J/y meson were studied in pp and PbPb collisions at ps

NN
= 5.02 TeV, for jets

of 30 < pT < 40 GeV and |h| < 2. We compared the distribution of the fragmentation variable
z, the ratio of the J/y pT to that of the jet, between the two systems. The resulting nuclear
modification factor shows a rising trend as a function of z. The suppression at low z is found to
be larger in the 20% most central events, compared to the rest. The results show explicitly that
the J/y produced with a large degree of surrounding jet activity are more highly suppressed
than those produced in isolation.
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Figure 3: The main sources of systematic uncertainty, plotted as a function of z in pp (left) and
PbPb (right) collisions.
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Extending correlation measurement into smaller systems
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events leading to a small v2 azimuthal asymmetry in the region used to determine the event
plane angle. Since it does not have a significant influence on the centrality integrated results,
the 0–10% bin is excluded in determining the centrality integrated results.
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Figure 2: (Left) pT integrated v2 values for U(1S) mesons measured in four centrality bins and
for the U(2S) meson in the 10–90% centrality range. (Right) v2 as a function of pT in the 10–90%
centrality range. All results are for the rapidity range of |y| < 2.4. The vertical bars denote
statistical uncertainties, and the rectangular bands show the total systematic uncertainties.

On the right-hand side of Fig. 2, the pT dependence of U(1S) v2 values is shown for the 10–90%
interval. The result is observed to be consistent with zero for all bins, except for the 6 < pT < 10
GeV range where the result is 2.5s above zero when the systematic and statistical uncertainties
are combined in quadrature. In Fig. 3 the measured U(1S) results are compared with model
calculations from Du and Rapp [29], from Hong and Lee [31], and from Yao [30].

The pT differential results for U(1S) mesons in each centrality bin are shown in Fig. 4. In the
0–10% bin, all v2 values are consistent with zero within uncertainties, as expected. In the 10–
50% interval, the v2 value is generally consistent with zero except for 6 < pT < 10 GeV, which
indicates a non-zero signal beyond the uncertainty. In the most peripheral bin, all v2 results are
consistent with zero within uncertainties.

In summary, the elliptic flow coefficient v2 for U(1S) and U(2S) mesons are measured for |y| <
2.4 in PbPb collision at ps

NN
= 5.02 TeV. Results are reported for the rapidity range |y| < 2.4,

with 0 < pT < 50 GeV, and in four centrality classes of 0-10%, 10-30%, 30-50% and 50-90%,
with 0-10% corresponding to the most central collisions. The v2 values found for U(1S) mesons
are consistent with zero over the kinematic range studied, within a maximum of 2.5 standard
deviations. This observation contrasts with the measured J/y v2 results in PbPb collisions [13,
14], suggesting different medium effects for charmonia and bottomonia. The data are compared
to several theoretical models, all consistent with the results. In addition the first measurement
of the elliptic flow coefficient for U(2S) mesons in a heavy ion experiment is also reported and
the result is consistent with zero. Because the contribution of regeneration to U(2S) meson
production in PbPb collisions is expected to be different from that of U(1S) meson and to occur
at a later stage of the collision, this study provides new inputs to the production mechanisms
of bottomonia in heavy ion collisions.

Provides input to 
understand the 

regeneration effectsFirst measurement  
of v2[Y(2S)]

v2[Y(1S)] consistent with 0

(contrast to v2[J/ψ] ≠ 0)

High precision!

Y. Kim, Jan. 13 arXiv:2006.07707
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Figure 4: Single-particle azimuthal anisotropy v2 versus Ntrk for gp enhanced and minimum-
bias samples in two pT regions. Systematic uncertainties are shown by the shaded bars in
the two panels. The shaded bands show the Ntrk regions used for each of the samples. The
gp enhanced points are placed at the mean Ntrk of the 2 < Ntrk < 5, 5 < Ntrk  10 and
10 < Ntrk  35 samples.

This effect may be due to the effect of jet correlations within the gp enhanced sample. It should
also be noted that while the the gp enhanced and minimum-bias samples are compared at
the same multiplicity the event topology of the two samples is very different. By construction
the gp enhanced sample only has tracks in the forward region whereas for the minimum-bias
sample the tracks are concentrated near central rapidity. In models assuming the formation of
a hydrodynamically expanding medium, the v2 is sensitive to event by event fluctuations in
the initial geometrical distributions of partons within a nucleus [58–60]. It is possible that the
different event topologies of the gp and minimum-bias samples selects different sets of initial
state configurations even when the associated multiplicity is the same.

7 Summary
In summary, we have studied long-range single-particle azimuthal anisotropies in
ultraperipheral pPb collisions at

p
s

NN
= 8.16 TeV. A sample of gp events is selected by

requiring an asymmetric distribution of energy in the forward and backward calorimeters, a
large rapidity gap in the lead-going direction and no neutron emission from the lead nucleus.
Previous studies suggest that this sample is dominated by gp events with some contribution
from diffractive IPp events. The VnD Fourier coefficients of the azimuthal distributions are
measured via long-range (|Dh| > 2) two-particle correlations as a function of event
multiplicity and for two pT ranges. The V2D coefficient is positive while V1D is negative,
suggesting a strong effect of jet-like correlations. The single particle flow coefficient v2(pT)
increases with pT and is larger for gp-enhanced events than for minimum-bias collisions of
comparable multiplicity. These results extend the search for collectivity in small systems to gp
events.
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Figure 8: RpPb of U(1S), U(2S) and U(3S) (red circles) for the integrated kinematic range

0 < pT < 30 GeV/c and |yCM| < 1.93. The RpPb results are compared to the CMS results

on U RAA (blue squares for U(1S) and U(2S) and blue arrow for U(3S) at 95% confidence level)

for 0 < pT < 30 GeV/c and |yCM| < 2.4 at the same energy [17]. Error bars represent statisti-

cal and fit uncertainties and filled boxes around points represent systematic uncertainties. The

gray and red boxes around the line at unity depict the uncertainty in the pp and pPb lumi-
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pertaining to PbPb data.
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Figure 3: The main sources of systematic uncertainty, plotted as a function of z in pp (left) and
PbPb (right) collisions.
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Figure 4: Normalized z distribution in pp collisions, compared to prompt and nonprompt
PYTHIA8 simulation, at generator level. The shaded boxes represent systematic uncertainties.
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Figure 1: Comparison of the data (black points) with the total of the Z/g⇤ signal and back-
ground predictions (filled histograms), estimated as described in the text, as a function of in-
variant mass (top), rapidity in the center-of-mass frame (left), pT (center) and f⇤ (right), for
15 < mµµ < 60 GeV (middle row) and 60 < mµµ < 120 GeV (bottom row). The first bins of
the pT and f⇤ distributions start at 0. Vertical error bars represent statistical uncertainties. The
ratio of the data to the prediction is shown in the bottom panels. The boson pT reweighting
described in the text is not applied to signal. The hatched regions show the quadratic sum
of the systematic uncertainties (including luminosity, but excluding acceptance and unfolding
uncertainties) and the nPDF uncertainties (CT14+EPPS16).
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The diffraction enhanced DhF distributions were obtained as a weighted mean of the pPb and
Pbp spectra unfolded with EPOS-LHC, with weights defined by the statistical uncertainties of
the two spectra. The spectra are shown in Fig 4 together with hadron level predictions from
the EPOS-LHC, QGSJET II and HIJING generators. The results are presented in the laboratory
frame of reference. The nucleon-nucleon center-of-mass system is shifted with respect to the
laboratory frame by ylab = ±0.465 depending on the lead beam direction. All the generators
are below the data for both the IPPb and IPp+gp cases. For both topologies EPOS-LHC is closer
to the data than either QGSJET II or HIJING. For the IPp+gp the data are factor of at least 5 above
the generators, suggesting a strong contribution from gp events. EPOS-LHC and QGSJET II pre-
dictions on contributions from non-diffractive and different kinds of diffractive processes to
the diffraction enhanced DhF spectra are provided in Appendix A. Additional studies on con-
tribution from events without lead nuclear break up to the diffraction enhanced ds

dDhF spectrum
obtained for the IPp+gp event topology are described in Appendix A as well.
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Figure 4: Unfolded diffraction enhanced ds
dDhF spectra compared to hadron level predictions of

the EPOS-LHC, HIJING and QGSJET II generators. The data are corrected for the contribution
from events with undetectable energy in the HF calorimeter adjacent to the rapidity gap. The
corrections are obtained using the EPOS-LHC MC samples. For the pPb data sample, in the IPPb
case (left) the rapidity gap, DhF, is measured from h = 3 and no particles are present within
3 < h < 5.19, while for the IPp+gp case (right) the rapidity gap is measured from h = �3 and
no particles are present within �5.19 < h < �3. The statistical and systematic uncertainties
are added in quadrature. The gray band shows the resulting uncertainty excluding the error
introduced with the correction for the undetectable energy in the HF calorimeter, while the
yellow band accounts for all uncertainty sources. The bottom panels show the ratio of the three
generators to data.
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TAA. The PbPb data are also peaked at an intermediate value of z, indicating a sizable amount
of small angle hadroproduction.

The PbPb data show a suppression level that is generally comparable to that observed for
“inclusive” prompt J/y, i.e., without the explicit jet requirement [10]. This is quantified by
the ratio of these two distributions, RAA, the nuclear modification factor, shown in Fig 5 (right).
The data show a rising trend as a function of z. This trend is qualitatively similar to the rising
trend observed for inclusive prompt J/y, for the comparable range of pT (6.5 – 30 GeV).
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Figure 5: Left: J/y yields as a function of z in pp and PbPb collisions. Right: The nuclear mod-
ification factor RAA as a function of z. Bars indicate statistical uncertainties, while systematic
uncertainties are depicted as boxes. The box around unity shows the normalization uncertain-
ties.

Figure 6 shows the RAA for two centrality selections, 0-20% and 20-90%. A larger degree of
suppression is observed for the more central selection, for final state effects related to the QGP.
The rising trend as a function of z is more pronounced in central events. In the largest z bin,
isolated J/y have a significantly reduced suppression compared to lower values of z. Such a
reduction of suppression at large z has a natural interpretation in terms of the jet quenching
phenomenon. Lower values of z should be populated with jets with a J/y produced late in the
parton shower. Such a parton cascade is expected to have a large degree of interaction with the
QGP in the form of subsequent medium-induced emissions, as compared to a jet with a small
partonic multiplicity [34]. In this picture, the rising trend observed for inclusive prompt J/y
would be explained by the same mechanism, as z tends to increase with increasing pT.

6 Summary
Jets containing a J/y meson were studied in pp and PbPb collisions at ps

NN
= 5.02 TeV, for jets

of 30 < pT < 40 GeV and |h| < 2. We compared the distribution of the fragmentation variable
z, the ratio of the J/y pT to that of the jet, between the two systems. The resulting nuclear
modification factor shows a rising trend as a function of z. The suppression at low z is found to
be larger in the 20% most central events, compared to the rest. The results show explicitly that
the J/y produced with a large degree of surrounding jet activity are more highly suppressed
than those produced in isolation.
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events leading to a small v2 azimuthal asymmetry in the region used to determine the event
plane angle. Since it does not have a significant influence on the centrality integrated results,
the 0–10% bin is excluded in determining the centrality integrated results.
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Figure 2: (Left) pT integrated v2 values for U(1S) mesons measured in four centrality bins and
for the U(2S) meson in the 10–90% centrality range. (Right) v2 as a function of pT in the 10–90%
centrality range. All results are for the rapidity range of |y| < 2.4. The vertical bars denote
statistical uncertainties, and the rectangular bands show the total systematic uncertainties.

On the right-hand side of Fig. 2, the pT dependence of U(1S) v2 values is shown for the 10–90%
interval. The result is observed to be consistent with zero for all bins, except for the 6 < pT < 10
GeV range where the result is 2.5s above zero when the systematic and statistical uncertainties
are combined in quadrature. In Fig. 3 the measured U(1S) results are compared with model
calculations from Du and Rapp [29], from Hong and Lee [31], and from Yao [30].

The pT differential results for U(1S) mesons in each centrality bin are shown in Fig. 4. In the
0–10% bin, all v2 values are consistent with zero within uncertainties, as expected. In the 10–
50% interval, the v2 value is generally consistent with zero except for 6 < pT < 10 GeV, which
indicates a non-zero signal beyond the uncertainty. In the most peripheral bin, all v2 results are
consistent with zero within uncertainties.

In summary, the elliptic flow coefficient v2 for U(1S) and U(2S) mesons are measured for |y| <
2.4 in PbPb collision at ps

NN
= 5.02 TeV. Results are reported for the rapidity range |y| < 2.4,

with 0 < pT < 50 GeV, and in four centrality classes of 0-10%, 10-30%, 30-50% and 50-90%,
with 0-10% corresponding to the most central collisions. The v2 values found for U(1S) mesons
are consistent with zero over the kinematic range studied, within a maximum of 2.5 standard
deviations. This observation contrasts with the measured J/y v2 results in PbPb collisions [13,
14], suggesting different medium effects for charmonia and bottomonia. The data are compared
to several theoretical models, all consistent with the results. In addition the first measurement
of the elliptic flow coefficient for U(2S) mesons in a heavy ion experiment is also reported and
the result is consistent with zero. Because the contribution of regeneration to U(2S) meson
production in PbPb collisions is expected to be different from that of U(1S) meson and to occur
at a later stage of the collision, this study provides new inputs to the production mechanisms
of bottomonia in heavy ion collisions.
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uncertainties, accounting for correlations described in the previous section. In particular, for
60 < mµµ < 120 GeV and at large |yCM|, an indication for a forward-backward ratio smaller
than unity is found, consistent with the expectation from the combination of shadowing and
anti-shadowing effects.
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Figure 5: Forward-backward ratios for 15 < mµµ < 60 GeV (left) and 60 < mµµ < 120 GeV
(right). The error bars on the data represent the quadratic sum of the statistical and systematic
uncertainties. The theory predictions from the POWHEG NLO generator are also provided,
using CT14 (blue) or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF
uncertainty on this prediction. The ratio of the predictions to the data is shown in the bottom
panels, where the data and nPDF uncertainties are given separately, respectively as error bars
around one and coloured boxes.

4 Summary

Differential cross section measurements of the Drell–Yan process in the dimuon channel in
proton-lead collisions at ps

NN
= 8.16 TeV have been reported, including the pT and rapidity

dependencies in the Z boson mass region (60 < mµµ < 120 GeV). For the first time in heavy
ion collisions, the pT and rapidity dependence for smaller masses 15 < mµµ < 60 GeV, the f⇤

dependence for both 15 < mµµ < 60 GeV and 60 < mµµ < 120 GeV, and the mass dependence
from 15 to 600 GeV are measured. In addition, forward-backward ratios have been built from
the rapidity-dependent cross sections, highlighting the presence of nuclear effects in the parton
distribution functions. These new results may help constrain the quark and antiquark nuclear
parton distribution functions, but also point to an imperfect modelling of the process in the
POWHEG event generator, especially at low dimuon masses.
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Figure 4: Single-particle azimuthal anisotropy v2 versus Ntrk for gp enhanced and minimum-
bias samples in two pT regions. Systematic uncertainties are shown by the shaded bars in
the two panels. The shaded bands show the Ntrk regions used for each of the samples. The
gp enhanced points are placed at the mean Ntrk of the 2 < Ntrk < 5, 5 < Ntrk  10 and
10 < Ntrk  35 samples.

This effect may be due to the effect of jet correlations within the gp enhanced sample. It should
also be noted that while the the gp enhanced and minimum-bias samples are compared at
the same multiplicity the event topology of the two samples is very different. By construction
the gp enhanced sample only has tracks in the forward region whereas for the minimum-bias
sample the tracks are concentrated near central rapidity. In models assuming the formation of
a hydrodynamically expanding medium, the v2 is sensitive to event by event fluctuations in
the initial geometrical distributions of partons within a nucleus [58–60]. It is possible that the
different event topologies of the gp and minimum-bias samples selects different sets of initial
state configurations even when the associated multiplicity is the same.

7 Summary
In summary, we have studied long-range single-particle azimuthal anisotropies in
ultraperipheral pPb collisions at

p
s

NN
= 8.16 TeV. A sample of gp events is selected by

requiring an asymmetric distribution of energy in the forward and backward calorimeters, a
large rapidity gap in the lead-going direction and no neutron emission from the lead nucleus.
Previous studies suggest that this sample is dominated by gp events with some contribution
from diffractive IPp events. The VnD Fourier coefficients of the azimuthal distributions are
measured via long-range (|Dh| > 2) two-particle correlations as a function of event
multiplicity and for two pT ranges. The V2D coefficient is positive while V1D is negative,
suggesting a strong effect of jet-like correlations. The single particle flow coefficient v2(pT)
increases with pT and is larger for gp-enhanced events than for minimum-bias collisions of
comparable multiplicity. These results extend the search for collectivity in small systems to gp
events.
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Figure 1: Comparison of the data (black points) with the total of the Z/g⇤ signal and back-
ground predictions (filled histograms), estimated as described in the text, as a function of in-
variant mass (top), rapidity in the center-of-mass frame (left), pT (center) and f⇤ (right), for
15 < mµµ < 60 GeV (middle row) and 60 < mµµ < 120 GeV (bottom row). The first bins of
the pT and f⇤ distributions start at 0. Vertical error bars represent statistical uncertainties. The
ratio of the data to the prediction is shown in the bottom panels. The boson pT reweighting
described in the text is not applied to signal. The hatched regions show the quadratic sum
of the systematic uncertainties (including luminosity, but excluding acceptance and unfolding
uncertainties) and the nPDF uncertainties (CT14+EPPS16).
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The diffraction enhanced DhF distributions were obtained as a weighted mean of the pPb and
Pbp spectra unfolded with EPOS-LHC, with weights defined by the statistical uncertainties of
the two spectra. The spectra are shown in Fig 4 together with hadron level predictions from
the EPOS-LHC, QGSJET II and HIJING generators. The results are presented in the laboratory
frame of reference. The nucleon-nucleon center-of-mass system is shifted with respect to the
laboratory frame by ylab = ±0.465 depending on the lead beam direction. All the generators
are below the data for both the IPPb and IPp+gp cases. For both topologies EPOS-LHC is closer
to the data than either QGSJET II or HIJING. For the IPp+gp the data are factor of at least 5 above
the generators, suggesting a strong contribution from gp events. EPOS-LHC and QGSJET II pre-
dictions on contributions from non-diffractive and different kinds of diffractive processes to
the diffraction enhanced DhF spectra are provided in Appendix A. Additional studies on con-
tribution from events without lead nuclear break up to the diffraction enhanced ds

dDhF spectrum
obtained for the IPp+gp event topology are described in Appendix A as well.
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Figure 4: Unfolded diffraction enhanced ds
dDhF spectra compared to hadron level predictions of

the EPOS-LHC, HIJING and QGSJET II generators. The data are corrected for the contribution
from events with undetectable energy in the HF calorimeter adjacent to the rapidity gap. The
corrections are obtained using the EPOS-LHC MC samples. For the pPb data sample, in the IPPb
case (left) the rapidity gap, DhF, is measured from h = 3 and no particles are present within
3 < h < 5.19, while for the IPp+gp case (right) the rapidity gap is measured from h = �3 and
no particles are present within �5.19 < h < �3. The statistical and systematic uncertainties
are added in quadrature. The gray band shows the resulting uncertainty excluding the error
introduced with the correction for the undetectable energy in the HF calorimeter, while the
yellow band accounts for all uncertainty sources. The bottom panels show the ratio of the three
generators to data.
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TAA. The PbPb data are also peaked at an intermediate value of z, indicating a sizable amount
of small angle hadroproduction.

The PbPb data show a suppression level that is generally comparable to that observed for
“inclusive” prompt J/y, i.e., without the explicit jet requirement [10]. This is quantified by
the ratio of these two distributions, RAA, the nuclear modification factor, shown in Fig 5 (right).
The data show a rising trend as a function of z. This trend is qualitatively similar to the rising
trend observed for inclusive prompt J/y, for the comparable range of pT (6.5 – 30 GeV).
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Figure 5: Left: J/y yields as a function of z in pp and PbPb collisions. Right: The nuclear mod-
ification factor RAA as a function of z. Bars indicate statistical uncertainties, while systematic
uncertainties are depicted as boxes. The box around unity shows the normalization uncertain-
ties.

Figure 6 shows the RAA for two centrality selections, 0-20% and 20-90%. A larger degree of
suppression is observed for the more central selection, for final state effects related to the QGP.
The rising trend as a function of z is more pronounced in central events. In the largest z bin,
isolated J/y have a significantly reduced suppression compared to lower values of z. Such a
reduction of suppression at large z has a natural interpretation in terms of the jet quenching
phenomenon. Lower values of z should be populated with jets with a J/y produced late in the
parton shower. Such a parton cascade is expected to have a large degree of interaction with the
QGP in the form of subsequent medium-induced emissions, as compared to a jet with a small
partonic multiplicity [34]. In this picture, the rising trend observed for inclusive prompt J/y
would be explained by the same mechanism, as z tends to increase with increasing pT.

6 Summary
Jets containing a J/y meson were studied in pp and PbPb collisions at ps

NN
= 5.02 TeV, for jets

of 30 < pT < 40 GeV and |h| < 2. We compared the distribution of the fragmentation variable
z, the ratio of the J/y pT to that of the jet, between the two systems. The resulting nuclear
modification factor shows a rising trend as a function of z. The suppression at low z is found to
be larger in the 20% most central events, compared to the rest. The results show explicitly that
the J/y produced with a large degree of surrounding jet activity are more highly suppressed
than those produced in isolation.
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events leading to a small v2 azimuthal asymmetry in the region used to determine the event
plane angle. Since it does not have a significant influence on the centrality integrated results,
the 0–10% bin is excluded in determining the centrality integrated results.
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Figure 2: (Left) pT integrated v2 values for U(1S) mesons measured in four centrality bins and
for the U(2S) meson in the 10–90% centrality range. (Right) v2 as a function of pT in the 10–90%
centrality range. All results are for the rapidity range of |y| < 2.4. The vertical bars denote
statistical uncertainties, and the rectangular bands show the total systematic uncertainties.

On the right-hand side of Fig. 2, the pT dependence of U(1S) v2 values is shown for the 10–90%
interval. The result is observed to be consistent with zero for all bins, except for the 6 < pT < 10
GeV range where the result is 2.5s above zero when the systematic and statistical uncertainties
are combined in quadrature. In Fig. 3 the measured U(1S) results are compared with model
calculations from Du and Rapp [29], from Hong and Lee [31], and from Yao [30].

The pT differential results for U(1S) mesons in each centrality bin are shown in Fig. 4. In the
0–10% bin, all v2 values are consistent with zero within uncertainties, as expected. In the 10–
50% interval, the v2 value is generally consistent with zero except for 6 < pT < 10 GeV, which
indicates a non-zero signal beyond the uncertainty. In the most peripheral bin, all v2 results are
consistent with zero within uncertainties.

In summary, the elliptic flow coefficient v2 for U(1S) and U(2S) mesons are measured for |y| <
2.4 in PbPb collision at ps

NN
= 5.02 TeV. Results are reported for the rapidity range |y| < 2.4,

with 0 < pT < 50 GeV, and in four centrality classes of 0-10%, 10-30%, 30-50% and 50-90%,
with 0-10% corresponding to the most central collisions. The v2 values found for U(1S) mesons
are consistent with zero over the kinematic range studied, within a maximum of 2.5 standard
deviations. This observation contrasts with the measured J/y v2 results in PbPb collisions [13,
14], suggesting different medium effects for charmonia and bottomonia. The data are compared
to several theoretical models, all consistent with the results. In addition the first measurement
of the elliptic flow coefficient for U(2S) mesons in a heavy ion experiment is also reported and
the result is consistent with zero. Because the contribution of regeneration to U(2S) meson
production in PbPb collisions is expected to be different from that of U(1S) meson and to occur
at a later stage of the collision, this study provides new inputs to the production mechanisms
of bottomonia in heavy ion collisions.
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uncertainties, accounting for correlations described in the previous section. In particular, for
60 < mµµ < 120 GeV and at large |yCM|, an indication for a forward-backward ratio smaller
than unity is found, consistent with the expectation from the combination of shadowing and
anti-shadowing effects.
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Figure 5: Forward-backward ratios for 15 < mµµ < 60 GeV (left) and 60 < mµµ < 120 GeV
(right). The error bars on the data represent the quadratic sum of the statistical and systematic
uncertainties. The theory predictions from the POWHEG NLO generator are also provided,
using CT14 (blue) or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF
uncertainty on this prediction. The ratio of the predictions to the data is shown in the bottom
panels, where the data and nPDF uncertainties are given separately, respectively as error bars
around one and coloured boxes.

4 Summary

Differential cross section measurements of the Drell–Yan process in the dimuon channel in
proton-lead collisions at ps

NN
= 8.16 TeV have been reported, including the pT and rapidity

dependencies in the Z boson mass region (60 < mµµ < 120 GeV). For the first time in heavy
ion collisions, the pT and rapidity dependence for smaller masses 15 < mµµ < 60 GeV, the f⇤

dependence for both 15 < mµµ < 60 GeV and 60 < mµµ < 120 GeV, and the mass dependence
from 15 to 600 GeV are measured. In addition, forward-backward ratios have been built from
the rapidity-dependent cross sections, highlighting the presence of nuclear effects in the parton
distribution functions. These new results may help constrain the quark and antiquark nuclear
parton distribution functions, but also point to an imperfect modelling of the process in the
POWHEG event generator, especially at low dimuon masses.
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Figure 4: Single-particle azimuthal anisotropy v2 versus Ntrk for gp enhanced and minimum-
bias samples in two pT regions. Systematic uncertainties are shown by the shaded bars in
the two panels. The shaded bands show the Ntrk regions used for each of the samples. The
gp enhanced points are placed at the mean Ntrk of the 2 < Ntrk < 5, 5 < Ntrk  10 and
10 < Ntrk  35 samples.

This effect may be due to the effect of jet correlations within the gp enhanced sample. It should
also be noted that while the the gp enhanced and minimum-bias samples are compared at
the same multiplicity the event topology of the two samples is very different. By construction
the gp enhanced sample only has tracks in the forward region whereas for the minimum-bias
sample the tracks are concentrated near central rapidity. In models assuming the formation of
a hydrodynamically expanding medium, the v2 is sensitive to event by event fluctuations in
the initial geometrical distributions of partons within a nucleus [58–60]. It is possible that the
different event topologies of the gp and minimum-bias samples selects different sets of initial
state configurations even when the associated multiplicity is the same.

7 Summary
In summary, we have studied long-range single-particle azimuthal anisotropies in
ultraperipheral pPb collisions at

p
s

NN
= 8.16 TeV. A sample of gp events is selected by

requiring an asymmetric distribution of energy in the forward and backward calorimeters, a
large rapidity gap in the lead-going direction and no neutron emission from the lead nucleus.
Previous studies suggest that this sample is dominated by gp events with some contribution
from diffractive IPp events. The VnD Fourier coefficients of the azimuthal distributions are
measured via long-range (|Dh| > 2) two-particle correlations as a function of event
multiplicity and for two pT ranges. The V2D coefficient is positive while V1D is negative,
suggesting a strong effect of jet-like correlations. The single particle flow coefficient v2(pT)
increases with pT and is larger for gp-enhanced events than for minimum-bias collisions of
comparable multiplicity. These results extend the search for collectivity in small systems to gp
events.
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Figure 1: Comparison of the data (black points) with the total of the Z/g⇤ signal and back-
ground predictions (filled histograms), estimated as described in the text, as a function of in-
variant mass (top), rapidity in the center-of-mass frame (left), pT (center) and f⇤ (right), for
15 < mµµ < 60 GeV (middle row) and 60 < mµµ < 120 GeV (bottom row). The first bins of
the pT and f⇤ distributions start at 0. Vertical error bars represent statistical uncertainties. The
ratio of the data to the prediction is shown in the bottom panels. The boson pT reweighting
described in the text is not applied to signal. The hatched regions show the quadratic sum
of the systematic uncertainties (including luminosity, but excluding acceptance and unfolding
uncertainties) and the nPDF uncertainties (CT14+EPPS16).
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The diffraction enhanced DhF distributions were obtained as a weighted mean of the pPb and
Pbp spectra unfolded with EPOS-LHC, with weights defined by the statistical uncertainties of
the two spectra. The spectra are shown in Fig 4 together with hadron level predictions from
the EPOS-LHC, QGSJET II and HIJING generators. The results are presented in the laboratory
frame of reference. The nucleon-nucleon center-of-mass system is shifted with respect to the
laboratory frame by ylab = ±0.465 depending on the lead beam direction. All the generators
are below the data for both the IPPb and IPp+gp cases. For both topologies EPOS-LHC is closer
to the data than either QGSJET II or HIJING. For the IPp+gp the data are factor of at least 5 above
the generators, suggesting a strong contribution from gp events. EPOS-LHC and QGSJET II pre-
dictions on contributions from non-diffractive and different kinds of diffractive processes to
the diffraction enhanced DhF spectra are provided in Appendix A. Additional studies on con-
tribution from events without lead nuclear break up to the diffraction enhanced ds

dDhF spectrum
obtained for the IPp+gp event topology are described in Appendix A as well.
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Figure 4: Unfolded diffraction enhanced ds
dDhF spectra compared to hadron level predictions of

the EPOS-LHC, HIJING and QGSJET II generators. The data are corrected for the contribution
from events with undetectable energy in the HF calorimeter adjacent to the rapidity gap. The
corrections are obtained using the EPOS-LHC MC samples. For the pPb data sample, in the IPPb
case (left) the rapidity gap, DhF, is measured from h = 3 and no particles are present within
3 < h < 5.19, while for the IPp+gp case (right) the rapidity gap is measured from h = �3 and
no particles are present within �5.19 < h < �3. The statistical and systematic uncertainties
are added in quadrature. The gray band shows the resulting uncertainty excluding the error
introduced with the correction for the undetectable energy in the HF calorimeter, while the
yellow band accounts for all uncertainty sources. The bottom panels show the ratio of the three
generators to data.
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TAA. The PbPb data are also peaked at an intermediate value of z, indicating a sizable amount
of small angle hadroproduction.

The PbPb data show a suppression level that is generally comparable to that observed for
“inclusive” prompt J/y, i.e., without the explicit jet requirement [10]. This is quantified by
the ratio of these two distributions, RAA, the nuclear modification factor, shown in Fig 5 (right).
The data show a rising trend as a function of z. This trend is qualitatively similar to the rising
trend observed for inclusive prompt J/y, for the comparable range of pT (6.5 – 30 GeV).
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Figure 5: Left: J/y yields as a function of z in pp and PbPb collisions. Right: The nuclear mod-
ification factor RAA as a function of z. Bars indicate statistical uncertainties, while systematic
uncertainties are depicted as boxes. The box around unity shows the normalization uncertain-
ties.

Figure 6 shows the RAA for two centrality selections, 0-20% and 20-90%. A larger degree of
suppression is observed for the more central selection, for final state effects related to the QGP.
The rising trend as a function of z is more pronounced in central events. In the largest z bin,
isolated J/y have a significantly reduced suppression compared to lower values of z. Such a
reduction of suppression at large z has a natural interpretation in terms of the jet quenching
phenomenon. Lower values of z should be populated with jets with a J/y produced late in the
parton shower. Such a parton cascade is expected to have a large degree of interaction with the
QGP in the form of subsequent medium-induced emissions, as compared to a jet with a small
partonic multiplicity [34]. In this picture, the rising trend observed for inclusive prompt J/y
would be explained by the same mechanism, as z tends to increase with increasing pT.

6 Summary
Jets containing a J/y meson were studied in pp and PbPb collisions at ps

NN
= 5.02 TeV, for jets

of 30 < pT < 40 GeV and |h| < 2. We compared the distribution of the fragmentation variable
z, the ratio of the J/y pT to that of the jet, between the two systems. The resulting nuclear
modification factor shows a rising trend as a function of z. The suppression at low z is found to
be larger in the 20% most central events, compared to the rest. The results show explicitly that
the J/y produced with a large degree of surrounding jet activity are more highly suppressed
than those produced in isolation.
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events leading to a small v2 azimuthal asymmetry in the region used to determine the event
plane angle. Since it does not have a significant influence on the centrality integrated results,
the 0–10% bin is excluded in determining the centrality integrated results.
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Figure 2: (Left) pT integrated v2 values for U(1S) mesons measured in four centrality bins and
for the U(2S) meson in the 10–90% centrality range. (Right) v2 as a function of pT in the 10–90%
centrality range. All results are for the rapidity range of |y| < 2.4. The vertical bars denote
statistical uncertainties, and the rectangular bands show the total systematic uncertainties.

On the right-hand side of Fig. 2, the pT dependence of U(1S) v2 values is shown for the 10–90%
interval. The result is observed to be consistent with zero for all bins, except for the 6 < pT < 10
GeV range where the result is 2.5s above zero when the systematic and statistical uncertainties
are combined in quadrature. In Fig. 3 the measured U(1S) results are compared with model
calculations from Du and Rapp [29], from Hong and Lee [31], and from Yao [30].

The pT differential results for U(1S) mesons in each centrality bin are shown in Fig. 4. In the
0–10% bin, all v2 values are consistent with zero within uncertainties, as expected. In the 10–
50% interval, the v2 value is generally consistent with zero except for 6 < pT < 10 GeV, which
indicates a non-zero signal beyond the uncertainty. In the most peripheral bin, all v2 results are
consistent with zero within uncertainties.

In summary, the elliptic flow coefficient v2 for U(1S) and U(2S) mesons are measured for |y| <
2.4 in PbPb collision at ps

NN
= 5.02 TeV. Results are reported for the rapidity range |y| < 2.4,

with 0 < pT < 50 GeV, and in four centrality classes of 0-10%, 10-30%, 30-50% and 50-90%,
with 0-10% corresponding to the most central collisions. The v2 values found for U(1S) mesons
are consistent with zero over the kinematic range studied, within a maximum of 2.5 standard
deviations. This observation contrasts with the measured J/y v2 results in PbPb collisions [13,
14], suggesting different medium effects for charmonia and bottomonia. The data are compared
to several theoretical models, all consistent with the results. In addition the first measurement
of the elliptic flow coefficient for U(2S) mesons in a heavy ion experiment is also reported and
the result is consistent with zero. Because the contribution of regeneration to U(2S) meson
production in PbPb collisions is expected to be different from that of U(1S) meson and to occur
at a later stage of the collision, this study provides new inputs to the production mechanisms
of bottomonia in heavy ion collisions.
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uncertainties, accounting for correlations described in the previous section. In particular, for
60 < mµµ < 120 GeV and at large |yCM|, an indication for a forward-backward ratio smaller
than unity is found, consistent with the expectation from the combination of shadowing and
anti-shadowing effects.
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Figure 5: Forward-backward ratios for 15 < mµµ < 60 GeV (left) and 60 < mµµ < 120 GeV
(right). The error bars on the data represent the quadratic sum of the statistical and systematic
uncertainties. The theory predictions from the POWHEG NLO generator are also provided,
using CT14 (blue) or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF
uncertainty on this prediction. The ratio of the predictions to the data is shown in the bottom
panels, where the data and nPDF uncertainties are given separately, respectively as error bars
around one and coloured boxes.

4 Summary

Differential cross section measurements of the Drell–Yan process in the dimuon channel in
proton-lead collisions at ps

NN
= 8.16 TeV have been reported, including the pT and rapidity

dependencies in the Z boson mass region (60 < mµµ < 120 GeV). For the first time in heavy
ion collisions, the pT and rapidity dependence for smaller masses 15 < mµµ < 60 GeV, the f⇤

dependence for both 15 < mµµ < 60 GeV and 60 < mµµ < 120 GeV, and the mass dependence
from 15 to 600 GeV are measured. In addition, forward-backward ratios have been built from
the rapidity-dependent cross sections, highlighting the presence of nuclear effects in the parton
distribution functions. These new results may help constrain the quark and antiquark nuclear
parton distribution functions, but also point to an imperfect modelling of the process in the
POWHEG event generator, especially at low dimuon masses.
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Figure 4: Single-particle azimuthal anisotropy v2 versus Ntrk for gp enhanced and minimum-
bias samples in two pT regions. Systematic uncertainties are shown by the shaded bars in
the two panels. The shaded bands show the Ntrk regions used for each of the samples. The
gp enhanced points are placed at the mean Ntrk of the 2 < Ntrk < 5, 5 < Ntrk  10 and
10 < Ntrk  35 samples.

This effect may be due to the effect of jet correlations within the gp enhanced sample. It should
also be noted that while the the gp enhanced and minimum-bias samples are compared at
the same multiplicity the event topology of the two samples is very different. By construction
the gp enhanced sample only has tracks in the forward region whereas for the minimum-bias
sample the tracks are concentrated near central rapidity. In models assuming the formation of
a hydrodynamically expanding medium, the v2 is sensitive to event by event fluctuations in
the initial geometrical distributions of partons within a nucleus [58–60]. It is possible that the
different event topologies of the gp and minimum-bias samples selects different sets of initial
state configurations even when the associated multiplicity is the same.

7 Summary
In summary, we have studied long-range single-particle azimuthal anisotropies in
ultraperipheral pPb collisions at

p
s

NN
= 8.16 TeV. A sample of gp events is selected by

requiring an asymmetric distribution of energy in the forward and backward calorimeters, a
large rapidity gap in the lead-going direction and no neutron emission from the lead nucleus.
Previous studies suggest that this sample is dominated by gp events with some contribution
from diffractive IPp events. The VnD Fourier coefficients of the azimuthal distributions are
measured via long-range (|Dh| > 2) two-particle correlations as a function of event
multiplicity and for two pT ranges. The V2D coefficient is positive while V1D is negative,
suggesting a strong effect of jet-like correlations. The single particle flow coefficient v2(pT)
increases with pT and is larger for gp-enhanced events than for minimum-bias collisions of
comparable multiplicity. These results extend the search for collectivity in small systems to gp
events.
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Figure 1: Comparison of the data (black points) with the total of the Z/g⇤ signal and back-
ground predictions (filled histograms), estimated as described in the text, as a function of in-
variant mass (top), rapidity in the center-of-mass frame (left), pT (center) and f⇤ (right), for
15 < mµµ < 60 GeV (middle row) and 60 < mµµ < 120 GeV (bottom row). The first bins of
the pT and f⇤ distributions start at 0. Vertical error bars represent statistical uncertainties. The
ratio of the data to the prediction is shown in the bottom panels. The boson pT reweighting
described in the text is not applied to signal. The hatched regions show the quadratic sum
of the systematic uncertainties (including luminosity, but excluding acceptance and unfolding
uncertainties) and the nPDF uncertainties (CT14+EPPS16).
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The diffraction enhanced DhF distributions were obtained as a weighted mean of the pPb and
Pbp spectra unfolded with EPOS-LHC, with weights defined by the statistical uncertainties of
the two spectra. The spectra are shown in Fig 4 together with hadron level predictions from
the EPOS-LHC, QGSJET II and HIJING generators. The results are presented in the laboratory
frame of reference. The nucleon-nucleon center-of-mass system is shifted with respect to the
laboratory frame by ylab = ±0.465 depending on the lead beam direction. All the generators
are below the data for both the IPPb and IPp+gp cases. For both topologies EPOS-LHC is closer
to the data than either QGSJET II or HIJING. For the IPp+gp the data are factor of at least 5 above
the generators, suggesting a strong contribution from gp events. EPOS-LHC and QGSJET II pre-
dictions on contributions from non-diffractive and different kinds of diffractive processes to
the diffraction enhanced DhF spectra are provided in Appendix A. Additional studies on con-
tribution from events without lead nuclear break up to the diffraction enhanced ds

dDhF spectrum
obtained for the IPp+gp event topology are described in Appendix A as well.
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Figure 4: Unfolded diffraction enhanced ds
dDhF spectra compared to hadron level predictions of

the EPOS-LHC, HIJING and QGSJET II generators. The data are corrected for the contribution
from events with undetectable energy in the HF calorimeter adjacent to the rapidity gap. The
corrections are obtained using the EPOS-LHC MC samples. For the pPb data sample, in the IPPb
case (left) the rapidity gap, DhF, is measured from h = 3 and no particles are present within
3 < h < 5.19, while for the IPp+gp case (right) the rapidity gap is measured from h = �3 and
no particles are present within �5.19 < h < �3. The statistical and systematic uncertainties
are added in quadrature. The gray band shows the resulting uncertainty excluding the error
introduced with the correction for the undetectable energy in the HF calorimeter, while the
yellow band accounts for all uncertainty sources. The bottom panels show the ratio of the three
generators to data.
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TAA. The PbPb data are also peaked at an intermediate value of z, indicating a sizable amount
of small angle hadroproduction.

The PbPb data show a suppression level that is generally comparable to that observed for
“inclusive” prompt J/y, i.e., without the explicit jet requirement [10]. This is quantified by
the ratio of these two distributions, RAA, the nuclear modification factor, shown in Fig 5 (right).
The data show a rising trend as a function of z. This trend is qualitatively similar to the rising
trend observed for inclusive prompt J/y, for the comparable range of pT (6.5 – 30 GeV).
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Figure 5: Left: J/y yields as a function of z in pp and PbPb collisions. Right: The nuclear mod-
ification factor RAA as a function of z. Bars indicate statistical uncertainties, while systematic
uncertainties are depicted as boxes. The box around unity shows the normalization uncertain-
ties.

Figure 6 shows the RAA for two centrality selections, 0-20% and 20-90%. A larger degree of
suppression is observed for the more central selection, for final state effects related to the QGP.
The rising trend as a function of z is more pronounced in central events. In the largest z bin,
isolated J/y have a significantly reduced suppression compared to lower values of z. Such a
reduction of suppression at large z has a natural interpretation in terms of the jet quenching
phenomenon. Lower values of z should be populated with jets with a J/y produced late in the
parton shower. Such a parton cascade is expected to have a large degree of interaction with the
QGP in the form of subsequent medium-induced emissions, as compared to a jet with a small
partonic multiplicity [34]. In this picture, the rising trend observed for inclusive prompt J/y
would be explained by the same mechanism, as z tends to increase with increasing pT.

6 Summary
Jets containing a J/y meson were studied in pp and PbPb collisions at ps

NN
= 5.02 TeV, for jets

of 30 < pT < 40 GeV and |h| < 2. We compared the distribution of the fragmentation variable
z, the ratio of the J/y pT to that of the jet, between the two systems. The resulting nuclear
modification factor shows a rising trend as a function of z. The suppression at low z is found to
be larger in the 20% most central events, compared to the rest. The results show explicitly that
the J/y produced with a large degree of surrounding jet activity are more highly suppressed
than those produced in isolation.
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events leading to a small v2 azimuthal asymmetry in the region used to determine the event
plane angle. Since it does not have a significant influence on the centrality integrated results,
the 0–10% bin is excluded in determining the centrality integrated results.
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Figure 2: (Left) pT integrated v2 values for U(1S) mesons measured in four centrality bins and
for the U(2S) meson in the 10–90% centrality range. (Right) v2 as a function of pT in the 10–90%
centrality range. All results are for the rapidity range of |y| < 2.4. The vertical bars denote
statistical uncertainties, and the rectangular bands show the total systematic uncertainties.

On the right-hand side of Fig. 2, the pT dependence of U(1S) v2 values is shown for the 10–90%
interval. The result is observed to be consistent with zero for all bins, except for the 6 < pT < 10
GeV range where the result is 2.5s above zero when the systematic and statistical uncertainties
are combined in quadrature. In Fig. 3 the measured U(1S) results are compared with model
calculations from Du and Rapp [29], from Hong and Lee [31], and from Yao [30].

The pT differential results for U(1S) mesons in each centrality bin are shown in Fig. 4. In the
0–10% bin, all v2 values are consistent with zero within uncertainties, as expected. In the 10–
50% interval, the v2 value is generally consistent with zero except for 6 < pT < 10 GeV, which
indicates a non-zero signal beyond the uncertainty. In the most peripheral bin, all v2 results are
consistent with zero within uncertainties.

In summary, the elliptic flow coefficient v2 for U(1S) and U(2S) mesons are measured for |y| <
2.4 in PbPb collision at ps

NN
= 5.02 TeV. Results are reported for the rapidity range |y| < 2.4,

with 0 < pT < 50 GeV, and in four centrality classes of 0-10%, 10-30%, 30-50% and 50-90%,
with 0-10% corresponding to the most central collisions. The v2 values found for U(1S) mesons
are consistent with zero over the kinematic range studied, within a maximum of 2.5 standard
deviations. This observation contrasts with the measured J/y v2 results in PbPb collisions [13,
14], suggesting different medium effects for charmonia and bottomonia. The data are compared
to several theoretical models, all consistent with the results. In addition the first measurement
of the elliptic flow coefficient for U(2S) mesons in a heavy ion experiment is also reported and
the result is consistent with zero. Because the contribution of regeneration to U(2S) meson
production in PbPb collisions is expected to be different from that of U(1S) meson and to occur
at a later stage of the collision, this study provides new inputs to the production mechanisms
of bottomonia in heavy ion collisions.
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uncertainties, accounting for correlations described in the previous section. In particular, for
60 < mµµ < 120 GeV and at large |yCM|, an indication for a forward-backward ratio smaller
than unity is found, consistent with the expectation from the combination of shadowing and
anti-shadowing effects.
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Figure 5: Forward-backward ratios for 15 < mµµ < 60 GeV (left) and 60 < mµµ < 120 GeV
(right). The error bars on the data represent the quadratic sum of the statistical and systematic
uncertainties. The theory predictions from the POWHEG NLO generator are also provided,
using CT14 (blue) or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF
uncertainty on this prediction. The ratio of the predictions to the data is shown in the bottom
panels, where the data and nPDF uncertainties are given separately, respectively as error bars
around one and coloured boxes.

4 Summary

Differential cross section measurements of the Drell–Yan process in the dimuon channel in
proton-lead collisions at ps

NN
= 8.16 TeV have been reported, including the pT and rapidity

dependencies in the Z boson mass region (60 < mµµ < 120 GeV). For the first time in heavy
ion collisions, the pT and rapidity dependence for smaller masses 15 < mµµ < 60 GeV, the f⇤

dependence for both 15 < mµµ < 60 GeV and 60 < mµµ < 120 GeV, and the mass dependence
from 15 to 600 GeV are measured. In addition, forward-backward ratios have been built from
the rapidity-dependent cross sections, highlighting the presence of nuclear effects in the parton
distribution functions. These new results may help constrain the quark and antiquark nuclear
parton distribution functions, but also point to an imperfect modelling of the process in the
POWHEG event generator, especially at low dimuon masses.
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Figure 4: Single-particle azimuthal anisotropy v2 versus Ntrk for gp enhanced and minimum-
bias samples in two pT regions. Systematic uncertainties are shown by the shaded bars in
the two panels. The shaded bands show the Ntrk regions used for each of the samples. The
gp enhanced points are placed at the mean Ntrk of the 2 < Ntrk < 5, 5 < Ntrk  10 and
10 < Ntrk  35 samples.

This effect may be due to the effect of jet correlations within the gp enhanced sample. It should
also be noted that while the the gp enhanced and minimum-bias samples are compared at
the same multiplicity the event topology of the two samples is very different. By construction
the gp enhanced sample only has tracks in the forward region whereas for the minimum-bias
sample the tracks are concentrated near central rapidity. In models assuming the formation of
a hydrodynamically expanding medium, the v2 is sensitive to event by event fluctuations in
the initial geometrical distributions of partons within a nucleus [58–60]. It is possible that the
different event topologies of the gp and minimum-bias samples selects different sets of initial
state configurations even when the associated multiplicity is the same.

7 Summary
In summary, we have studied long-range single-particle azimuthal anisotropies in
ultraperipheral pPb collisions at

p
s

NN
= 8.16 TeV. A sample of gp events is selected by

requiring an asymmetric distribution of energy in the forward and backward calorimeters, a
large rapidity gap in the lead-going direction and no neutron emission from the lead nucleus.
Previous studies suggest that this sample is dominated by gp events with some contribution
from diffractive IPp events. The VnD Fourier coefficients of the azimuthal distributions are
measured via long-range (|Dh| > 2) two-particle correlations as a function of event
multiplicity and for two pT ranges. The V2D coefficient is positive while V1D is negative,
suggesting a strong effect of jet-like correlations. The single particle flow coefficient v2(pT)
increases with pT and is larger for gp-enhanced events than for minimum-bias collisions of
comparable multiplicity. These results extend the search for collectivity in small systems to gp
events.
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Figure 1: Comparison of the data (black points) with the total of the Z/g⇤ signal and back-
ground predictions (filled histograms), estimated as described in the text, as a function of in-
variant mass (top), rapidity in the center-of-mass frame (left), pT (center) and f⇤ (right), for
15 < mµµ < 60 GeV (middle row) and 60 < mµµ < 120 GeV (bottom row). The first bins of
the pT and f⇤ distributions start at 0. Vertical error bars represent statistical uncertainties. The
ratio of the data to the prediction is shown in the bottom panels. The boson pT reweighting
described in the text is not applied to signal. The hatched regions show the quadratic sum
of the systematic uncertainties (including luminosity, but excluding acceptance and unfolding
uncertainties) and the nPDF uncertainties (CT14+EPPS16).
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The diffraction enhanced DhF distributions were obtained as a weighted mean of the pPb and
Pbp spectra unfolded with EPOS-LHC, with weights defined by the statistical uncertainties of
the two spectra. The spectra are shown in Fig 4 together with hadron level predictions from
the EPOS-LHC, QGSJET II and HIJING generators. The results are presented in the laboratory
frame of reference. The nucleon-nucleon center-of-mass system is shifted with respect to the
laboratory frame by ylab = ±0.465 depending on the lead beam direction. All the generators
are below the data for both the IPPb and IPp+gp cases. For both topologies EPOS-LHC is closer
to the data than either QGSJET II or HIJING. For the IPp+gp the data are factor of at least 5 above
the generators, suggesting a strong contribution from gp events. EPOS-LHC and QGSJET II pre-
dictions on contributions from non-diffractive and different kinds of diffractive processes to
the diffraction enhanced DhF spectra are provided in Appendix A. Additional studies on con-
tribution from events without lead nuclear break up to the diffraction enhanced ds

dDhF spectrum
obtained for the IPp+gp event topology are described in Appendix A as well.
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Figure 4: Unfolded diffraction enhanced ds
dDhF spectra compared to hadron level predictions of

the EPOS-LHC, HIJING and QGSJET II generators. The data are corrected for the contribution
from events with undetectable energy in the HF calorimeter adjacent to the rapidity gap. The
corrections are obtained using the EPOS-LHC MC samples. For the pPb data sample, in the IPPb
case (left) the rapidity gap, DhF, is measured from h = 3 and no particles are present within
3 < h < 5.19, while for the IPp+gp case (right) the rapidity gap is measured from h = �3 and
no particles are present within �5.19 < h < �3. The statistical and systematic uncertainties
are added in quadrature. The gray band shows the resulting uncertainty excluding the error
introduced with the correction for the undetectable energy in the HF calorimeter, while the
yellow band accounts for all uncertainty sources. The bottom panels show the ratio of the three
generators to data.
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TAA. The PbPb data are also peaked at an intermediate value of z, indicating a sizable amount
of small angle hadroproduction.

The PbPb data show a suppression level that is generally comparable to that observed for
“inclusive” prompt J/y, i.e., without the explicit jet requirement [10]. This is quantified by
the ratio of these two distributions, RAA, the nuclear modification factor, shown in Fig 5 (right).
The data show a rising trend as a function of z. This trend is qualitatively similar to the rising
trend observed for inclusive prompt J/y, for the comparable range of pT (6.5 – 30 GeV).
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Figure 5: Left: J/y yields as a function of z in pp and PbPb collisions. Right: The nuclear mod-
ification factor RAA as a function of z. Bars indicate statistical uncertainties, while systematic
uncertainties are depicted as boxes. The box around unity shows the normalization uncertain-
ties.

Figure 6 shows the RAA for two centrality selections, 0-20% and 20-90%. A larger degree of
suppression is observed for the more central selection, for final state effects related to the QGP.
The rising trend as a function of z is more pronounced in central events. In the largest z bin,
isolated J/y have a significantly reduced suppression compared to lower values of z. Such a
reduction of suppression at large z has a natural interpretation in terms of the jet quenching
phenomenon. Lower values of z should be populated with jets with a J/y produced late in the
parton shower. Such a parton cascade is expected to have a large degree of interaction with the
QGP in the form of subsequent medium-induced emissions, as compared to a jet with a small
partonic multiplicity [34]. In this picture, the rising trend observed for inclusive prompt J/y
would be explained by the same mechanism, as z tends to increase with increasing pT.

6 Summary
Jets containing a J/y meson were studied in pp and PbPb collisions at ps

NN
= 5.02 TeV, for jets

of 30 < pT < 40 GeV and |h| < 2. We compared the distribution of the fragmentation variable
z, the ratio of the J/y pT to that of the jet, between the two systems. The resulting nuclear
modification factor shows a rising trend as a function of z. The suppression at low z is found to
be larger in the 20% most central events, compared to the rest. The results show explicitly that
the J/y produced with a large degree of surrounding jet activity are more highly suppressed
than those produced in isolation.
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events leading to a small v2 azimuthal asymmetry in the region used to determine the event
plane angle. Since it does not have a significant influence on the centrality integrated results,
the 0–10% bin is excluded in determining the centrality integrated results.
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Figure 2: (Left) pT integrated v2 values for U(1S) mesons measured in four centrality bins and
for the U(2S) meson in the 10–90% centrality range. (Right) v2 as a function of pT in the 10–90%
centrality range. All results are for the rapidity range of |y| < 2.4. The vertical bars denote
statistical uncertainties, and the rectangular bands show the total systematic uncertainties.

On the right-hand side of Fig. 2, the pT dependence of U(1S) v2 values is shown for the 10–90%
interval. The result is observed to be consistent with zero for all bins, except for the 6 < pT < 10
GeV range where the result is 2.5s above zero when the systematic and statistical uncertainties
are combined in quadrature. In Fig. 3 the measured U(1S) results are compared with model
calculations from Du and Rapp [29], from Hong and Lee [31], and from Yao [30].

The pT differential results for U(1S) mesons in each centrality bin are shown in Fig. 4. In the
0–10% bin, all v2 values are consistent with zero within uncertainties, as expected. In the 10–
50% interval, the v2 value is generally consistent with zero except for 6 < pT < 10 GeV, which
indicates a non-zero signal beyond the uncertainty. In the most peripheral bin, all v2 results are
consistent with zero within uncertainties.

In summary, the elliptic flow coefficient v2 for U(1S) and U(2S) mesons are measured for |y| <
2.4 in PbPb collision at ps

NN
= 5.02 TeV. Results are reported for the rapidity range |y| < 2.4,

with 0 < pT < 50 GeV, and in four centrality classes of 0-10%, 10-30%, 30-50% and 50-90%,
with 0-10% corresponding to the most central collisions. The v2 values found for U(1S) mesons
are consistent with zero over the kinematic range studied, within a maximum of 2.5 standard
deviations. This observation contrasts with the measured J/y v2 results in PbPb collisions [13,
14], suggesting different medium effects for charmonia and bottomonia. The data are compared
to several theoretical models, all consistent with the results. In addition the first measurement
of the elliptic flow coefficient for U(2S) mesons in a heavy ion experiment is also reported and
the result is consistent with zero. Because the contribution of regeneration to U(2S) meson
production in PbPb collisions is expected to be different from that of U(1S) meson and to occur
at a later stage of the collision, this study provides new inputs to the production mechanisms
of bottomonia in heavy ion collisions.
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uncertainties, accounting for correlations described in the previous section. In particular, for
60 < mµµ < 120 GeV and at large |yCM|, an indication for a forward-backward ratio smaller
than unity is found, consistent with the expectation from the combination of shadowing and
anti-shadowing effects.
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Figure 5: Forward-backward ratios for 15 < mµµ < 60 GeV (left) and 60 < mµµ < 120 GeV
(right). The error bars on the data represent the quadratic sum of the statistical and systematic
uncertainties. The theory predictions from the POWHEG NLO generator are also provided,
using CT14 (blue) or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF
uncertainty on this prediction. The ratio of the predictions to the data is shown in the bottom
panels, where the data and nPDF uncertainties are given separately, respectively as error bars
around one and coloured boxes.

4 Summary

Differential cross section measurements of the Drell–Yan process in the dimuon channel in
proton-lead collisions at ps

NN
= 8.16 TeV have been reported, including the pT and rapidity

dependencies in the Z boson mass region (60 < mµµ < 120 GeV). For the first time in heavy
ion collisions, the pT and rapidity dependence for smaller masses 15 < mµµ < 60 GeV, the f⇤

dependence for both 15 < mµµ < 60 GeV and 60 < mµµ < 120 GeV, and the mass dependence
from 15 to 600 GeV are measured. In addition, forward-backward ratios have been built from
the rapidity-dependent cross sections, highlighting the presence of nuclear effects in the parton
distribution functions. These new results may help constrain the quark and antiquark nuclear
parton distribution functions, but also point to an imperfect modelling of the process in the
POWHEG event generator, especially at low dimuon masses.
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Figure 4: Single-particle azimuthal anisotropy v2 versus Ntrk for gp enhanced and minimum-
bias samples in two pT regions. Systematic uncertainties are shown by the shaded bars in
the two panels. The shaded bands show the Ntrk regions used for each of the samples. The
gp enhanced points are placed at the mean Ntrk of the 2 < Ntrk < 5, 5 < Ntrk  10 and
10 < Ntrk  35 samples.

This effect may be due to the effect of jet correlations within the gp enhanced sample. It should
also be noted that while the the gp enhanced and minimum-bias samples are compared at
the same multiplicity the event topology of the two samples is very different. By construction
the gp enhanced sample only has tracks in the forward region whereas for the minimum-bias
sample the tracks are concentrated near central rapidity. In models assuming the formation of
a hydrodynamically expanding medium, the v2 is sensitive to event by event fluctuations in
the initial geometrical distributions of partons within a nucleus [58–60]. It is possible that the
different event topologies of the gp and minimum-bias samples selects different sets of initial
state configurations even when the associated multiplicity is the same.

7 Summary
In summary, we have studied long-range single-particle azimuthal anisotropies in
ultraperipheral pPb collisions at

p
s

NN
= 8.16 TeV. A sample of gp events is selected by

requiring an asymmetric distribution of energy in the forward and backward calorimeters, a
large rapidity gap in the lead-going direction and no neutron emission from the lead nucleus.
Previous studies suggest that this sample is dominated by gp events with some contribution
from diffractive IPp events. The VnD Fourier coefficients of the azimuthal distributions are
measured via long-range (|Dh| > 2) two-particle correlations as a function of event
multiplicity and for two pT ranges. The V2D coefficient is positive while V1D is negative,
suggesting a strong effect of jet-like correlations. The single particle flow coefficient v2(pT)
increases with pT and is larger for gp-enhanced events than for minimum-bias collisions of
comparable multiplicity. These results extend the search for collectivity in small systems to gp
events.
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Figure 1: Comparison of the data (black points) with the total of the Z/g⇤ signal and back-
ground predictions (filled histograms), estimated as described in the text, as a function of in-
variant mass (top), rapidity in the center-of-mass frame (left), pT (center) and f⇤ (right), for
15 < mµµ < 60 GeV (middle row) and 60 < mµµ < 120 GeV (bottom row). The first bins of
the pT and f⇤ distributions start at 0. Vertical error bars represent statistical uncertainties. The
ratio of the data to the prediction is shown in the bottom panels. The boson pT reweighting
described in the text is not applied to signal. The hatched regions show the quadratic sum
of the systematic uncertainties (including luminosity, but excluding acceptance and unfolding
uncertainties) and the nPDF uncertainties (CT14+EPPS16).
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The diffraction enhanced DhF distributions were obtained as a weighted mean of the pPb and
Pbp spectra unfolded with EPOS-LHC, with weights defined by the statistical uncertainties of
the two spectra. The spectra are shown in Fig 4 together with hadron level predictions from
the EPOS-LHC, QGSJET II and HIJING generators. The results are presented in the laboratory
frame of reference. The nucleon-nucleon center-of-mass system is shifted with respect to the
laboratory frame by ylab = ±0.465 depending on the lead beam direction. All the generators
are below the data for both the IPPb and IPp+gp cases. For both topologies EPOS-LHC is closer
to the data than either QGSJET II or HIJING. For the IPp+gp the data are factor of at least 5 above
the generators, suggesting a strong contribution from gp events. EPOS-LHC and QGSJET II pre-
dictions on contributions from non-diffractive and different kinds of diffractive processes to
the diffraction enhanced DhF spectra are provided in Appendix A. Additional studies on con-
tribution from events without lead nuclear break up to the diffraction enhanced ds

dDhF spectrum
obtained for the IPp+gp event topology are described in Appendix A as well.
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Figure 4: Unfolded diffraction enhanced ds
dDhF spectra compared to hadron level predictions of

the EPOS-LHC, HIJING and QGSJET II generators. The data are corrected for the contribution
from events with undetectable energy in the HF calorimeter adjacent to the rapidity gap. The
corrections are obtained using the EPOS-LHC MC samples. For the pPb data sample, in the IPPb
case (left) the rapidity gap, DhF, is measured from h = 3 and no particles are present within
3 < h < 5.19, while for the IPp+gp case (right) the rapidity gap is measured from h = �3 and
no particles are present within �5.19 < h < �3. The statistical and systematic uncertainties
are added in quadrature. The gray band shows the resulting uncertainty excluding the error
introduced with the correction for the undetectable energy in the HF calorimeter, while the
yellow band accounts for all uncertainty sources. The bottom panels show the ratio of the three
generators to data.
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TAA. The PbPb data are also peaked at an intermediate value of z, indicating a sizable amount
of small angle hadroproduction.

The PbPb data show a suppression level that is generally comparable to that observed for
“inclusive” prompt J/y, i.e., without the explicit jet requirement [10]. This is quantified by
the ratio of these two distributions, RAA, the nuclear modification factor, shown in Fig 5 (right).
The data show a rising trend as a function of z. This trend is qualitatively similar to the rising
trend observed for inclusive prompt J/y, for the comparable range of pT (6.5 – 30 GeV).
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Figure 5: Left: J/y yields as a function of z in pp and PbPb collisions. Right: The nuclear mod-
ification factor RAA as a function of z. Bars indicate statistical uncertainties, while systematic
uncertainties are depicted as boxes. The box around unity shows the normalization uncertain-
ties.

Figure 6 shows the RAA for two centrality selections, 0-20% and 20-90%. A larger degree of
suppression is observed for the more central selection, for final state effects related to the QGP.
The rising trend as a function of z is more pronounced in central events. In the largest z bin,
isolated J/y have a significantly reduced suppression compared to lower values of z. Such a
reduction of suppression at large z has a natural interpretation in terms of the jet quenching
phenomenon. Lower values of z should be populated with jets with a J/y produced late in the
parton shower. Such a parton cascade is expected to have a large degree of interaction with the
QGP in the form of subsequent medium-induced emissions, as compared to a jet with a small
partonic multiplicity [34]. In this picture, the rising trend observed for inclusive prompt J/y
would be explained by the same mechanism, as z tends to increase with increasing pT.

6 Summary
Jets containing a J/y meson were studied in pp and PbPb collisions at ps

NN
= 5.02 TeV, for jets

of 30 < pT < 40 GeV and |h| < 2. We compared the distribution of the fragmentation variable
z, the ratio of the J/y pT to that of the jet, between the two systems. The resulting nuclear
modification factor shows a rising trend as a function of z. The suppression at low z is found to
be larger in the 20% most central events, compared to the rest. The results show explicitly that
the J/y produced with a large degree of surrounding jet activity are more highly suppressed
than those produced in isolation.
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events leading to a small v2 azimuthal asymmetry in the region used to determine the event
plane angle. Since it does not have a significant influence on the centrality integrated results,
the 0–10% bin is excluded in determining the centrality integrated results.
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Figure 2: (Left) pT integrated v2 values for U(1S) mesons measured in four centrality bins and
for the U(2S) meson in the 10–90% centrality range. (Right) v2 as a function of pT in the 10–90%
centrality range. All results are for the rapidity range of |y| < 2.4. The vertical bars denote
statistical uncertainties, and the rectangular bands show the total systematic uncertainties.

On the right-hand side of Fig. 2, the pT dependence of U(1S) v2 values is shown for the 10–90%
interval. The result is observed to be consistent with zero for all bins, except for the 6 < pT < 10
GeV range where the result is 2.5s above zero when the systematic and statistical uncertainties
are combined in quadrature. In Fig. 3 the measured U(1S) results are compared with model
calculations from Du and Rapp [29], from Hong and Lee [31], and from Yao [30].

The pT differential results for U(1S) mesons in each centrality bin are shown in Fig. 4. In the
0–10% bin, all v2 values are consistent with zero within uncertainties, as expected. In the 10–
50% interval, the v2 value is generally consistent with zero except for 6 < pT < 10 GeV, which
indicates a non-zero signal beyond the uncertainty. In the most peripheral bin, all v2 results are
consistent with zero within uncertainties.

In summary, the elliptic flow coefficient v2 for U(1S) and U(2S) mesons are measured for |y| <
2.4 in PbPb collision at ps

NN
= 5.02 TeV. Results are reported for the rapidity range |y| < 2.4,

with 0 < pT < 50 GeV, and in four centrality classes of 0-10%, 10-30%, 30-50% and 50-90%,
with 0-10% corresponding to the most central collisions. The v2 values found for U(1S) mesons
are consistent with zero over the kinematic range studied, within a maximum of 2.5 standard
deviations. This observation contrasts with the measured J/y v2 results in PbPb collisions [13,
14], suggesting different medium effects for charmonia and bottomonia. The data are compared
to several theoretical models, all consistent with the results. In addition the first measurement
of the elliptic flow coefficient for U(2S) mesons in a heavy ion experiment is also reported and
the result is consistent with zero. Because the contribution of regeneration to U(2S) meson
production in PbPb collisions is expected to be different from that of U(1S) meson and to occur
at a later stage of the collision, this study provides new inputs to the production mechanisms
of bottomonia in heavy ion collisions.
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uncertainties, accounting for correlations described in the previous section. In particular, for
60 < mµµ < 120 GeV and at large |yCM|, an indication for a forward-backward ratio smaller
than unity is found, consistent with the expectation from the combination of shadowing and
anti-shadowing effects.
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Figure 5: Forward-backward ratios for 15 < mµµ < 60 GeV (left) and 60 < mµµ < 120 GeV
(right). The error bars on the data represent the quadratic sum of the statistical and systematic
uncertainties. The theory predictions from the POWHEG NLO generator are also provided,
using CT14 (blue) or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF
uncertainty on this prediction. The ratio of the predictions to the data is shown in the bottom
panels, where the data and nPDF uncertainties are given separately, respectively as error bars
around one and coloured boxes.

4 Summary

Differential cross section measurements of the Drell–Yan process in the dimuon channel in
proton-lead collisions at ps

NN
= 8.16 TeV have been reported, including the pT and rapidity

dependencies in the Z boson mass region (60 < mµµ < 120 GeV). For the first time in heavy
ion collisions, the pT and rapidity dependence for smaller masses 15 < mµµ < 60 GeV, the f⇤

dependence for both 15 < mµµ < 60 GeV and 60 < mµµ < 120 GeV, and the mass dependence
from 15 to 600 GeV are measured. In addition, forward-backward ratios have been built from
the rapidity-dependent cross sections, highlighting the presence of nuclear effects in the parton
distribution functions. These new results may help constrain the quark and antiquark nuclear
parton distribution functions, but also point to an imperfect modelling of the process in the
POWHEG event generator, especially at low dimuon masses.
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ϕ* = tan ( π − Δϕ
2 ) sin (θ*η )

cos(θ*η ) = tanh (Δη/2)



Example alpha

41

4

2−10

1−10

1
10

210

310

α
/d s

)d
N

s
(1

/N

CMS

| < 2.4
µµ

|y
| < 2.4µη > 3.5 GeV, |µ

T
p

 < 60 GeVµµ8 < M

0n0n 0n1n
)-1PbPb 5.02 TeV (1.5 nb

0nXn

4−10 3−10 2−10 1−10
α

3−10

2−10

1−10

1
10

210α
/d s

)d
N

s
(1

/N

1n1n

Sum
Core
Tail

4−10 3−10 2−10 1−10
α

1nXn

4−10 3−10 2−10 1−10
α

XnXn

Figure 1: Neutron multiplicity dependence of acoplanarity distributions from gg ! µ+µ�

for pµ
T > 3.5 GeV, |hµ| < 2.4, |yµµ| < 2.4, and 8 < Mµµ < 60 GeV in ultraperipheral PbPb

collisions at
p

s
NN

= 5.02 TeV. The a distributions are normalized to unit integral over their
measured range. The dot-dot-dashed and dotted lines indicate the core and tail contributions,
respectively, found using a fit to Eq. (1). The vertical lines on data points depict the statistical
uncertainties, while the systematic uncertainties and horizontal bin widths are shown as gray
boxes.

given the limited number of events. The core component is largely modeled by an exponential140

function with a correction term (c3) to account for the small depletion in the very small a (e.g.,141

< 5 ⇥ 10�4) region, which tends to become more evident as the neutron multiplicity increases.142

This core functional form is validated by the STARLIGHT event generator and leading-order143

QED calculations. A binned c2 goodness-of-fit minimization is performed using the integral144

of the function across each bin to account for the finite binning effect of the histogram. The145

average acoplanarity of µ+µ� pairs from the core component (hacorei) is then calculated using146

the fit function.147

The measured a distribution and hacorei of µ+µ� pairs have several sources of systematic un-148

certainty arising from the contamination of hadronic collisions, the EMD pileup correction, the149

neutron multiplicity classification, and the fit procedure. The uncertainty of the hadronic con-150

tamination is estimated by removing the requirement that selected events only contain two151

muons and is found to be <1.1%. To estimate the systematic uncertainty associated with152

the HF noise threshold, the threshold to define the hadronic contamination is tightened to153

5 GeV for both UPCs and zero-bias triggered events. The difference from the nominal result154

is quoted as the systematic uncertainty and contributes <2.7%. The uncertainty arising from155

impure 1n class selection (<0.7%) is estimated by subtracting the contributions of 2n events156

selected with tight energy requirements, according to the 2n contamination probability. The157

systematic uncertainty associated with contamination of photoproduced U mesons (⇠0.6%)158

is estimated by comparing a distributions from STARLIGHT between pure gg ! µ+µ� and159

gg ! µ+µ� mixed with photoproduced coherent U(1S), with the relative yield ratio of U(1S)160

over gg ! µ+µ� estimated by fitting the invariant mass distribution. The systematic uncer-161

tainty in hacorei associated with the binned c2 fit procedure is estimated by varying the bin162

width of a distributions, and is found to be less than 4%. The total systematic uncertainties163
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Figure 4: Single-particle azimuthal anisotropy v2 versus Ntrk for gp enhanced and minimum-
bias samples in two pT regions. Systematic uncertainties are shown by the shaded bars in
the two panels. The shaded bands show the Ntrk regions used for each of the samples. The
gp enhanced points are placed at the mean Ntrk of the 2 < Ntrk < 5, 5 < Ntrk  10 and
10 < Ntrk  35 samples.

This effect may be due to the effect of jet correlations within the gp enhanced sample. It should
also be noted that while the the gp enhanced and minimum-bias samples are compared at
the same multiplicity the event topology of the two samples is very different. By construction
the gp enhanced sample only has tracks in the forward region whereas for the minimum-bias
sample the tracks are concentrated near central rapidity. In models assuming the formation of
a hydrodynamically expanding medium, the v2 is sensitive to event by event fluctuations in
the initial geometrical distributions of partons within a nucleus [58–60]. It is possible that the
different event topologies of the gp and minimum-bias samples selects different sets of initial
state configurations even when the associated multiplicity is the same.

7 Summary
In summary, we have studied long-range single-particle azimuthal anisotropies in
ultraperipheral pPb collisions at

p
s

NN
= 8.16 TeV. A sample of gp events is selected by

requiring an asymmetric distribution of energy in the forward and backward calorimeters, a
large rapidity gap in the lead-going direction and no neutron emission from the lead nucleus.
Previous studies suggest that this sample is dominated by gp events with some contribution
from diffractive IPp events. The VnD Fourier coefficients of the azimuthal distributions are
measured via long-range (|Dh| > 2) two-particle correlations as a function of event
multiplicity and for two pT ranges. The V2D coefficient is positive while V1D is negative,
suggesting a strong effect of jet-like correlations. The single particle flow coefficient v2(pT)
increases with pT and is larger for gp-enhanced events than for minimum-bias collisions of
comparable multiplicity. These results extend the search for collectivity in small systems to gp
events.
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PYTHIA8 simulation, at generator level. The shaded boxes represent systematic uncertainties.
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Figure 1: Comparison of the data (black points) with the total of the Z/g⇤ signal and back-
ground predictions (filled histograms), estimated as described in the text, as a function of in-
variant mass (top), rapidity in the center-of-mass frame (left), pT (center) and f⇤ (right), for
15 < mµµ < 60 GeV (middle row) and 60 < mµµ < 120 GeV (bottom row). The first bins of
the pT and f⇤ distributions start at 0. Vertical error bars represent statistical uncertainties. The
ratio of the data to the prediction is shown in the bottom panels. The boson pT reweighting
described in the text is not applied to signal. The hatched regions show the quadratic sum
of the systematic uncertainties (including luminosity, but excluding acceptance and unfolding
uncertainties) and the nPDF uncertainties (CT14+EPPS16).
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The diffraction enhanced DhF distributions were obtained as a weighted mean of the pPb and
Pbp spectra unfolded with EPOS-LHC, with weights defined by the statistical uncertainties of
the two spectra. The spectra are shown in Fig 4 together with hadron level predictions from
the EPOS-LHC, QGSJET II and HIJING generators. The results are presented in the laboratory
frame of reference. The nucleon-nucleon center-of-mass system is shifted with respect to the
laboratory frame by ylab = ±0.465 depending on the lead beam direction. All the generators
are below the data for both the IPPb and IPp+gp cases. For both topologies EPOS-LHC is closer
to the data than either QGSJET II or HIJING. For the IPp+gp the data are factor of at least 5 above
the generators, suggesting a strong contribution from gp events. EPOS-LHC and QGSJET II pre-
dictions on contributions from non-diffractive and different kinds of diffractive processes to
the diffraction enhanced DhF spectra are provided in Appendix A. Additional studies on con-
tribution from events without lead nuclear break up to the diffraction enhanced ds

dDhF spectrum
obtained for the IPp+gp event topology are described in Appendix A as well.
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Figure 4: Unfolded diffraction enhanced ds
dDhF spectra compared to hadron level predictions of

the EPOS-LHC, HIJING and QGSJET II generators. The data are corrected for the contribution
from events with undetectable energy in the HF calorimeter adjacent to the rapidity gap. The
corrections are obtained using the EPOS-LHC MC samples. For the pPb data sample, in the IPPb
case (left) the rapidity gap, DhF, is measured from h = 3 and no particles are present within
3 < h < 5.19, while for the IPp+gp case (right) the rapidity gap is measured from h = �3 and
no particles are present within �5.19 < h < �3. The statistical and systematic uncertainties
are added in quadrature. The gray band shows the resulting uncertainty excluding the error
introduced with the correction for the undetectable energy in the HF calorimeter, while the
yellow band accounts for all uncertainty sources. The bottom panels show the ratio of the three
generators to data.
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TAA. The PbPb data are also peaked at an intermediate value of z, indicating a sizable amount
of small angle hadroproduction.

The PbPb data show a suppression level that is generally comparable to that observed for
“inclusive” prompt J/y, i.e., without the explicit jet requirement [10]. This is quantified by
the ratio of these two distributions, RAA, the nuclear modification factor, shown in Fig 5 (right).
The data show a rising trend as a function of z. This trend is qualitatively similar to the rising
trend observed for inclusive prompt J/y, for the comparable range of pT (6.5 – 30 GeV).
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Figure 5: Left: J/y yields as a function of z in pp and PbPb collisions. Right: The nuclear mod-
ification factor RAA as a function of z. Bars indicate statistical uncertainties, while systematic
uncertainties are depicted as boxes. The box around unity shows the normalization uncertain-
ties.

Figure 6 shows the RAA for two centrality selections, 0-20% and 20-90%. A larger degree of
suppression is observed for the more central selection, for final state effects related to the QGP.
The rising trend as a function of z is more pronounced in central events. In the largest z bin,
isolated J/y have a significantly reduced suppression compared to lower values of z. Such a
reduction of suppression at large z has a natural interpretation in terms of the jet quenching
phenomenon. Lower values of z should be populated with jets with a J/y produced late in the
parton shower. Such a parton cascade is expected to have a large degree of interaction with the
QGP in the form of subsequent medium-induced emissions, as compared to a jet with a small
partonic multiplicity [34]. In this picture, the rising trend observed for inclusive prompt J/y
would be explained by the same mechanism, as z tends to increase with increasing pT.

6 Summary
Jets containing a J/y meson were studied in pp and PbPb collisions at ps

NN
= 5.02 TeV, for jets

of 30 < pT < 40 GeV and |h| < 2. We compared the distribution of the fragmentation variable
z, the ratio of the J/y pT to that of the jet, between the two systems. The resulting nuclear
modification factor shows a rising trend as a function of z. The suppression at low z is found to
be larger in the 20% most central events, compared to the rest. The results show explicitly that
the J/y produced with a large degree of surrounding jet activity are more highly suppressed
than those produced in isolation.
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events leading to a small v2 azimuthal asymmetry in the region used to determine the event
plane angle. Since it does not have a significant influence on the centrality integrated results,
the 0–10% bin is excluded in determining the centrality integrated results.
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Figure 2: (Left) pT integrated v2 values for U(1S) mesons measured in four centrality bins and
for the U(2S) meson in the 10–90% centrality range. (Right) v2 as a function of pT in the 10–90%
centrality range. All results are for the rapidity range of |y| < 2.4. The vertical bars denote
statistical uncertainties, and the rectangular bands show the total systematic uncertainties.

On the right-hand side of Fig. 2, the pT dependence of U(1S) v2 values is shown for the 10–90%
interval. The result is observed to be consistent with zero for all bins, except for the 6 < pT < 10
GeV range where the result is 2.5s above zero when the systematic and statistical uncertainties
are combined in quadrature. In Fig. 3 the measured U(1S) results are compared with model
calculations from Du and Rapp [29], from Hong and Lee [31], and from Yao [30].

The pT differential results for U(1S) mesons in each centrality bin are shown in Fig. 4. In the
0–10% bin, all v2 values are consistent with zero within uncertainties, as expected. In the 10–
50% interval, the v2 value is generally consistent with zero except for 6 < pT < 10 GeV, which
indicates a non-zero signal beyond the uncertainty. In the most peripheral bin, all v2 results are
consistent with zero within uncertainties.

In summary, the elliptic flow coefficient v2 for U(1S) and U(2S) mesons are measured for |y| <
2.4 in PbPb collision at ps

NN
= 5.02 TeV. Results are reported for the rapidity range |y| < 2.4,

with 0 < pT < 50 GeV, and in four centrality classes of 0-10%, 10-30%, 30-50% and 50-90%,
with 0-10% corresponding to the most central collisions. The v2 values found for U(1S) mesons
are consistent with zero over the kinematic range studied, within a maximum of 2.5 standard
deviations. This observation contrasts with the measured J/y v2 results in PbPb collisions [13,
14], suggesting different medium effects for charmonia and bottomonia. The data are compared
to several theoretical models, all consistent with the results. In addition the first measurement
of the elliptic flow coefficient for U(2S) mesons in a heavy ion experiment is also reported and
the result is consistent with zero. Because the contribution of regeneration to U(2S) meson
production in PbPb collisions is expected to be different from that of U(1S) meson and to occur
at a later stage of the collision, this study provides new inputs to the production mechanisms
of bottomonia in heavy ion collisions.
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uncertainties, accounting for correlations described in the previous section. In particular, for
60 < mµµ < 120 GeV and at large |yCM|, an indication for a forward-backward ratio smaller
than unity is found, consistent with the expectation from the combination of shadowing and
anti-shadowing effects.
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Figure 5: Forward-backward ratios for 15 < mµµ < 60 GeV (left) and 60 < mµµ < 120 GeV
(right). The error bars on the data represent the quadratic sum of the statistical and systematic
uncertainties. The theory predictions from the POWHEG NLO generator are also provided,
using CT14 (blue) or CT14+EPPS16 (red). The boxes show the 68% confidence level (n)PDF
uncertainty on this prediction. The ratio of the predictions to the data is shown in the bottom
panels, where the data and nPDF uncertainties are given separately, respectively as error bars
around one and coloured boxes.

4 Summary

Differential cross section measurements of the Drell–Yan process in the dimuon channel in
proton-lead collisions at ps

NN
= 8.16 TeV have been reported, including the pT and rapidity

dependencies in the Z boson mass region (60 < mµµ < 120 GeV). For the first time in heavy
ion collisions, the pT and rapidity dependence for smaller masses 15 < mµµ < 60 GeV, the f⇤

dependence for both 15 < mµµ < 60 GeV and 60 < mµµ < 120 GeV, and the mass dependence
from 15 to 600 GeV are measured. In addition, forward-backward ratios have been built from
the rapidity-dependent cross sections, highlighting the presence of nuclear effects in the parton
distribution functions. These new results may help constrain the quark and antiquark nuclear
parton distribution functions, but also point to an imperfect modelling of the process in the
POWHEG event generator, especially at low dimuon masses.
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