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● How many collisions are taking place per second - LHC?
○ Approx. 4 x 107 collisions/second

● How much data does 1 event have?
○ 1 MB

4 x 107 collisions/s x 1 Mbyte/collision = 4 x 1014

bytes/s

= 400 TB/s

Available storage – 100Pb
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Processing stages

TriggerAPI



Trigger systems
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Trigger Level 1
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● Based on hardwired processors (ASIC, 
FPGA, …) 

● Enough buffer for 100 collisions 
● Accepts max. 100kHz collision rate
● 2.5 µs maximum decision time
● Minimal reconstruction - energy in 

calorimeter, muon spectrometer
● Reconstructs physics objects

LEVEL 1

Global Trigger

Calorimeter TriggerMuon Trigger
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High Level Trigger
● Software-based
● Runs on 40.000 computers
● Reads and reconstructs L1 events
● Decides which to store
● Accepts max 1kHz event rate

Decision: Trigger Menu –
Defined criteria 
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CMS

ATLAS LHCb

ALICE

Full discovery potential 
of LHC

2 triggers3 triggers 

Dedicated to heavy-ion 
collisions

Full discovery potential 
of LHC

2 triggers

Decays of particles 
containing beauty quark

2 triggers 



Data processing 11

Trigger

Full 
event

Detectors
Event 

fragments

Collision
Storage Offline analysis

106-108 sec
1msOnline processing
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TriggerAPI
• Tool to retrieve information about triggers and prescales
• Offline analysis
• Part of athena framework - reconstruction of collisions
• Database storage
• Objects for categorization: type of particle, energy, period



Necessary knowledge
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Our TriggerAPI journey



Data Analysis – gluino masses 16
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Unprescaled muons triggers – 2018 – Heavy Ions
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Python script for Heavy Ions

Muon TriggersPeriod - 2018Unprescaled 
Triggers
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19



Expanding the functionality of TriggerAPI
• Switched Trigger Types and Periods to type Flag
• Included heavy ion run data in the API's library
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Results



Thank you for your 
attention!


