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. PURPOSE

» Our project aims to study the infrastructure and the differees
of CPUs in the ALICE GRID, by creating a benchmark that wilt-then
becompared with the MonteCarlo simulation data;

P
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\._PBIJM:/G/T DESCRIPTION

Collect statistics on the CPU types @
available to ALICE Grid jobs

Implement a CPU benchmark that
would evaluate the performance of
those cores

Run it on the distributed computing
infrastructure

Correlate the CPU model with the
results of the benchmark

© NN



e BE/CHMARK

In order to create the benchmark,

we wrote a C++ program based on
the backtracking algorithm and we
analysed the time needed for
computation, for each CPU model
available.

rrampavy
#include <ctimes

using nasespace std;

using namespace chrono:

#detine shellscript ™\
81 /61n/bash \a\

cat /proc/cpuinto | grep ‘model nase’ | wnig \m\

v
echo SALTEN SITE \n\

/ /backtracking

int st(156], a;

int valid(int k){
int 1.1
for(int 1 = 1; 1 © )

merate uic 1(SE4] = SEIR)) v = @
pac

PEGAYY - DecumentCIAN

return ev

void back(int K){

BAVY ~/Decument 1/CERN-HILHPROIECT 2 banchmark

Wz | ek C{prist SN}’ | tail

S9an72. 1283 7, ALICE: :Strasboury IAES::LCG.2420964404, 24006000

9605984, carn. ch. ALICE: :COM: :CERN-AUMORA 2030064415 71024000
VIS e aL, inin. it ALTCE Legnaro: :NTC, 2439964436, 24951080
91226, Localdomain, ALICE : ‘Niroshima: :Niroshine, 2439964437, 39145008
57514p8826. cern. ch, ALICE: : CERN: :CERN-AURORA, 2439964438, 36110000
751297972 corn. ch, ALICE: : CERN: : CERN- AURDRA, 2439964439, 21992088
7143401 . cern. ch, ALICE: :CERN: :CERN- SIRIUS, 2439964448, 20123060
t2-cwn-245 .10, infn. it ALICE: ; Torino: :Torine-HTC, 2439964441, 27531000
cridbar®3)_cluster ALICE: ; CCIPL: : SLURN, 24: 3,
758095495 corn. ch, ALICE: : CERN: : CERN- STRIUS, 2430964444, 20028080
cribbar82] cluster,ALICE: :CCIPL: :SLURN, 2439964446, 43855800
a1 D7G2153501 corn.ch, ALICE: ;CERN: : CERN-MIRAGE , 2439964447 , 36376000
" 8751491204 corn. ch, ALICE : : CERN

wn-da-55.gins. surfsara. al, ALICE

57511p1273. corn. ch, ALICE : : CERN.
758594779, corn. ch, ALICE : : CERN
751397454 corn. ch, ALICE : : CERN: : CERN. SIRIUS, 2439964452, 39097009
7g3851255. carn. ch, ALICE: : CERN: : CERN-NIRAGE , 2430964453, 24485000
7g11p8M3. carn. ch, ALICE : : CERN: : CERN-SIRIUS, 2439964454, 3807
t2wn133.physics .ox.ac.uk ALICE: :Oxford: :ARC, 2439964455
S791993418. corn.ch. ALICE: 1B :CERN-STRIVS, 2430964436

9p6399. cern, ch,ALICE : : CERN: : CERN-SIRIUS, 2439964457
BTAB4TI93. corn.choALICE  -CERN: -CENN. TRITON, 2439984458,
751498471 corn. ch, ALICE : :CERN: : CERN-NIRAGE , 2439964459, 36917000

Do mant s/ ERR ML PROIEC TN Sanchmar

| awk ‘(priat SWF}' \n\

{orint $1)

] S em@AVY - Deirtop .

1-026-107. gridha. de
t.th, Intel (R) Xeon(R) Silver 4216 CPU @ 2.10GHz,64,3200.0800,38.52, CERN, 33.0202
b7512p8241. cern. ch

t,th, AND EPYC 7702 64-Core Processor,256,2000.0000,297.53,F2X, 38,8012, ¢01.118-1

cpu_tine.cpp vw;u.,m tat  host.txt qu Tt uie. ot
data.csv gene uid.cop Mth.sh stert.sh uid.txt

13.gridka. de
At th, Intel (R) Xeon(R) Silver 4216 CPU @ 2.10GHz,64,3200.0000, 31,18, CERN, 29, 8989
75136290 cern. ch

#include <iostress>
ox wid.o

/uid.out E>ulddefine shellscript ™\

at wid.tat | #1/bin/bash \n\

at log.txt | 10 addr show | 9rep ether \a\

at

{
systea(shellscript);

Cat generste uld.cOP  ht,th,AMD Optarea(Th) Processer 4276.32,2300.0009,4.77.KFKI,55.2271, cod3?.al icn
mv TOUARD EPYC 7302 16.Cors Processor,4,3000.8008, 35, 12, CERN, 20.2978.67584p2027
Mo, i:r.h., Xeon(R) Silver 4216 CPU  2.10GHT,64,1200.0000,35. 12,60, 0. 7068
n:’:: wo on!-lem“'y Processor 6276,12,2300.0000,4.76,KFKI, 60,8365, ce873 . alice.
:: ToAD Dterca(TH) Processor §276,32,2360.0009, 55,53, KFKI, 68. 4169, cod24. atice
M thok EPYC 7302 16-Core Processor. 64,000,600, 45. 06, CERN, 29,3223 2738291235
orn.

o
ht, th, Intel(R) Xeon(R) Silver 4216 CPU @ 2.10GHz,64,3200.0000,48. 52, CERN, 49, 6025

}
avrameAvy

75127045 corn. ch
MU, th,AND Opteron(ts) Processor 6328,32,3200.90000, 11,81, NINAN, 35, 449, t1c01.alice|
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To collect the data needed for the CPU performance analysis, we performed
around 400,000 jobs in the AliMonitor, and (after some bugs and errors) we
ended up with 100,000 viable data.
The collected data consists of:

CPU model

No. of cores

Max. Frequency

CPU load

Execution Site

. — Computingtime (result of the benchmark) D D D D D D D D D D D
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After we finished collecting data, we started working on the following statistics:

Comparison between the most used Intel CPU model and the most used AMD
CPU model;

Job distribution on different sites around the world;
Correlation between our benchmark results and MonteCarlo simulations;

®
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e AMS. INTEL

Comparison between the most used CPU models n

Intel(R) Xeon(R) Silver 4216 CPU @ 2.10GHz

AMD EPYC 7302 16-Core Pro

10000

3000

NO. of tests
NO. of tests

-+
e
o

-

Execution time Execution time
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Firstly, we noticed that our benchmark returned similar executime on
all tests performed by the AMD processors, while on the Intel CPUs there
was a wide distribution of the duration values;

We think this is due to the different architectures of the two CPU models:
the AMD model has a stable behaviour, while the Intel model is strongly
influenced by the Turbo Boost technology, because it changes the
maximum frequency and how the data is processed according to the
given job;

- ®
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AMD - INTEL

@ 'beg ¢
D [ ) 1 4
M@ o @s“@&?wn@“’@

© This plot shows tw

benchmark, correlated with the
CPU load:;

The AMD processor clearly
outperformed the Intel one,
because it maintained a stable
execution time with the increase
of workload;

On the other hand, for the Intel
Xeon Silver 4216 CPU, the
performance time varies a lot
depending on the workload;

b | 2




A VISUALISATION OF THE ALICE SITES WORLDWIDE
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...AND SOME MORE DETAILED MAPS
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Job distribution on sites

KISTI_GSDC

RAL

CCINZP3

CNAF

KFKI

\ALICE GRID JOBS

DISTRIBUTION

In total, we ran around
100,000 jobs in 36 different
sites around the world, on
90 different CPU models.



MonteCarlo-Benchmark Correlation
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e NCLUSIONS

Why can’t we see an obvious correlation? @

One reason is that our benchmark uses a rather simple
code and tests the performance on one single core. It is
best used for analysing the performance of “brute
force”-type applications and other single-core processes.
That is why our results may differ from others produced
by more specialised benchmarks.

Another explanation is that MonteCarlo is a complex
simulation that runs on multiple cores and involves more
complicated algorithms, making use of the advanced

features of the CPUs, like Turbo Boosting.
O Innnnnnnm
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WHHHﬂIE WE LEARNED?

v We think that the most valuable lesson here is that research
of any kind implies a lot of work, patience, persistence and
not giving up. Even though you might not get your expected
results, you should always continue your exploration,
improving your methods all along the way.

v" We also learned more about the ALICE Experiment and its

and we had a great time discovering its people and its
technologies.

© NN

computing infrastructure.
H v Last, but not least, we were introduced to the world of CERN
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