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Topics to be discussed

 ● precision tests of the gauge sector and of the EW-symmetry-breaking  sector of the Standard Model

      basic logic: comparison of the SM predictions against the measured value of the same quantity

      important theoretical progress in the last 12 months, in two different directions

      1)   high-precision SM prediction of various quantities, including all the available higher-order  radiative corrections

      2)   improved predictions in the simulation tools used to prepare the templates to fit the kinematical distributions;
            reduction of the theoretical systematic error component for the experimental value of the quantity of interest

       → the outcome of  1) and 2) is eventually compared, looking for any possible discrepancy

 ●  towards a test of the SMEFT

 ●  prediction of hadron collider processes 
      moving beyond the  “EW-processes-in-a-hadronic-environment” factorization 
                single boson production
                multiple boson production

 ● perspectives towards a new e+e- collider
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Predictivity of the SM

SM renormalizable theory → fixed finite number of input parameters (at any perturbative order) → prediction of new quantities
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The W boson mass: theoretical prediction
Sirlin, 1980, 1984; Marciano, Sirlin, 1980, 1981;
van der Bij, Veltman, 1984; Barbieri, Ciafaloni, Strumia 1993;Barbieri, Beccaria, Ciafaloni, Curci, Viceré,1992,1993; Fleischer, Tarasov, Jegerlehner, 1993;
Djouadi, Verzegnassi 1987; Chetyrkin, Kühn, Steinhauser, 1995;
Consoli, Hollik, Jegerlehner, 1989; Degrassi, Gambino, AV, 1996; Degrassi, Gambino, Sirlin, 1997;
Freitas, Hollik, Walter, Weiglein, 2000, 2003; Awramik, Czakon, 2002; Awramik, Czakon, Onishchenko, Veretin, 2003; Onishchenko, Veretin, 2003
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combination of the W and Z mass counterterms in eq. (3.22) once the 1/ε poles in δ(1)m2
W

and δ(1)m2
Z are expressed in terms of MS quantities.
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The one-loop contribution to YMS is reported in eq. (A.4) of the appendix. As before

we give the higher order terms via a simple formula:

Y h.o.
MS

(mZ) = 10−4 (y0 + y1ds+ y2dt+ y3dH + y4das) (3.29)

where dt = [(Mt/173.34GeV)2 − 1] and

y0 = −18.616753 y1 = 15.972019, y2 = −16.216781, y3 = 0.0152367, y4 = −13.633472 .

(3.30)

Eq. (3.29) includes, besides the Y (2)

MS
contribution from eq. (3.28), the complete O(α̂αs)

corrections, the leading three-loop O(α̂α2
sM

2
t /m

2
W ) contribution [7, 8] and the subleading

O(α̂3M6
t /m

6
W ) and O(α̂2αsM4

t /m
4
W ) [17, 18], and the four-loop O(α̂α3

sM
2
t /m

2
W ) contribu-

tion [19, 20]. It approximates the exact result to better than 0.075% for ŝ2 on the interval

(0.23− 0.232) when the other parameters in eq. (3.29) are varied simultaneously within a

3σ interval around their central values.

4 Results

In this section we report our results for α̂, sin2θ̂W and mW . All results are presented as

simple parameterizations in terms of the relevant quantities whose stated validity refers

to a simultaneous variation of the various parameters within a 3σ interval around their

central values given in table 1. As a general strategy for the evaluation of the two-loop

contributions, where ĉ2 can be identified with c2, we have replaced in all the two-loop terms

mW with mZ ĉ. This choice gives rise to the weakest µ-dependence in mW .

The two-loop computation of the MS electromagnetic coupling from eq. (3.3) and of

sin2θ̂W from eq. (1.4) can be summarized by the following parameterizations

α̂(µ) = a0 + 10−3
(
a1dH + a2dT + a3das + a4da

(5)
)

(4.1)

sin2θ̂W (µ) = s0 + s1dH + s2dt+ s3dHdt+ s4das + s5da
(5) (4.2)
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µ = mZ µ = Mt

a0 (128.13385)−1 (127.73289)−1

a1 -0.00005246 -0.00005267

a2 -0.01688835 0.02087428

a3 0.00014109 0.00168550

a4 0.22909789 0.23057967

µ = mZ µ = Mt

s0 0.2314483 0.2346176

s1 0.0005001 0.0005016

s2 -0.0026004 -0.0001361

s3 0.0000279 0.0000514

s4 0.0005015 0.0004686

s5 0.0097431 0.0098710

Table 2. Coefficients for the parameterization of α̂(µ) (left table, eq. (4.1) in the text) and
sin2θ̂W (µ) (right table, eq. (4.2) in the text).

where da(5) = [∆α(5)
had(m

2
Z)/0.02750−1] and the ai and si coefficients are reported in table 2

for two different values of the scale µ. Eq. (4.1) approximates the exact result to better

than 1.1× 10−7 (1.2× 10−7) for µ = mZ (µ = Mt), while eq. (4.2) approximates the exact

result to better than 5.1× 10−6 (6.2× 10−6) for µ = mZ (µ = Mt).

From our results on α̂ and ŝ2 it is easy to obtain the values of the g and g′ coupling

constants at the weak scale, usually identified with Mt. They can be taken as starting points

in the study of the evolution of the gauge couplings via Renormalization Group Equations

(RGE) in Grand Unified Models and in the analysis of the stability of the Higgs potential

in the SM. Ref. [57] reports the values of the gauge coupling constants at the µ = Mt

scale, g(Mt) = 0.64822 and g′(Mt) = 0.35760, obtained using a complete calculation of

the two-loop threshold corrections in the SM. Here we find g(Mt) = 0.647550 ± 0.000050

and g′(Mt) = 0.358521 ± 0.000091. The difference between the two results, which should

be a three-loop effect, is more sizable than expected. However, the results of ref. [57]

were obtained using as input parameters Gµ and the experimental values of mZ and mW ,

while our result is obtained with a different set of input parameters, i.e. Gµ, α and mZ .

In our calculation mW is a derived quantity calculable from eq. (1.5). Moreover, as shown

below, our prediction for mW is not in perfect agreement with the present experimental

determination and therefore the gauge couplings extracted using the two different sets

of inputs parameters show some discrepancy. Indeed, using our prediction for mW in the

results of ref. [57] instead of the experimental result, we find that the difference between the

g (g′) computed in the two methods is one order of magnitude smaller than the two-loops

correction and two orders smaller than the one-loop correction to g (g′).

The two-loop determination of the W mass in the MS framework from eq. (1.5) can

be parameterized as follows

mW = w0 + w1dH + w2dH
2 + w3dh+ w4dt+ w5dHdt+ w6das + w7da

(5) (4.3)

with dh = [(mH/125.15 GeV)2−1]. The wi coefficients are reported in table 3 for µ = mZ .

Two different cases are considered. In the left column the coefficients refer to the standard

case of a simultaneous variation of all parameters within a 3σ interval around their central

values. The right column applies to the case where all parameters but the Higgs mass

are varied within a 3σ interval while the latter is varied between 50 and 450GeV. In the

– 12 –

J
H
E
P
0
5
(
2
0
1
5
)
1
5
4

µ = mZ µ = Mt

a0 (128.13385)−1 (127.73289)−1

a1 -0.00005246 -0.00005267

a2 -0.01688835 0.02087428

a3 0.00014109 0.00168550

a4 0.22909789 0.23057967

µ = mZ µ = Mt

s0 0.2314483 0.2346176

s1 0.0005001 0.0005016

s2 -0.0026004 -0.0001361

s3 0.0000279 0.0000514

s4 0.0005015 0.0004686

s5 0.0097431 0.0098710

Table 2. Coefficients for the parameterization of α̂(µ) (left table, eq. (4.1) in the text) and
sin2θ̂W (µ) (right table, eq. (4.2) in the text).

where da(5) = [∆α(5)
had(m

2
Z)/0.02750−1] and the ai and si coefficients are reported in table 2

for two different values of the scale µ. Eq. (4.1) approximates the exact result to better

than 1.1× 10−7 (1.2× 10−7) for µ = mZ (µ = Mt), while eq. (4.2) approximates the exact

result to better than 5.1× 10−6 (6.2× 10−6) for µ = mZ (µ = Mt).
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The hadronic contribution can be obtained from the experimental data on the cross section

in e+e− → hadrons by using a dispersion relation. Two recent evaluations of ∆α(5)
had(m

2
Z)

report very consistent results: ∆α(5)
had(m

2
Z) = (275.7 ± 1.0) × 10−4 [52], ∆α(5)

had(m
2
Z) =

(275.0 ± 3.3) × 10−4 [53]. We use the latter as reference value in our calculation. The

Π(p)
γγ term in eq. (3.6) includes the top contribution to the vacuum polarization plus the

two-loop diagrams in which a light quark couples internally to the W and Z bosons. This

contribution, as well as ReΠ(5)
γγ (m2

Z), can be safely analyzed perturbatively.

The one-loop contribution to∆α̂p(mZ) ≡ ∆α̂(mZ)−∆α(5)
had(m

2
Z) is reported in eq. (A.3)

of the appendix. The higher order contributions to ∆α̂p(mZ) are presented here as a sim-

ple formula that parametrizes the full result in terms of the top and the Higgs masses, the

strong coupling, and ŝ2:

∆α̂p, h.o.(mZ) = 10−4 (b0 + b1ds+ b2dT + b3dH + b4das) (3.7)

where

ds =

(
ŝ2

0.231
− 1

)
, dT = ln

(
Mt

173.34GeV

)
,

dH = ln
( mH

125.15GeV

)
, das =

(
αs(mZ)

0.1184
− 1

)
(3.8)

with

b0 = 1.751181 b1 = −0.523813, b2 = −0.662710, b3 = −0.000962, b4 = 0.252884 .

(3.9)

Eq. (3.7) includes the O(α) contribution2 to Π(b)
γγ (0) + Π(l)

γγ(0) + Π(p)
γγ (0) plus the O(αs)

corrections to Π(p)
γγ (0) and the O(αs, α2

s) corrections to ReΠ(5)
γγ (m2

Z) [54]. It approximates

the exact result to better than 0.045% for ŝ2 in the interval (0.23− 0.232) when the other

parameters in eq. (3.7) are varied simultaneously within a 3σ interval around their central

values, given in table 1.

3.2 ∆r̂W

The radiative parameter ∆r̂W enters the relation between the Fermi constant and the

W mass. We recall that the Fermi constant is defined in terms of the muon lifetime τµ as

computed in an effective 4-fermion V −A Fermi theory supplemented by QED interactions:

1

τµ
=

G2
µm

5
µ

192π3
F

(
m2

e

m2
µ

)
(1 +∆q)

(
1 +

3m2
µ

5m2
W

)
, (3.10)

where F (ρ) = 1 − 8ρ + 8ρ3 − ρ4 − 12ρ2 ln ρ = 0.9981295 (for ρ = m2
e/m

2
µ) is the phase

space factor and ∆q = ∆q(1) +∆q(2) = (−4.234 + 0.036) × 10−3 are the QED corrections

computed at one [55] and two loops [56]. The calculation of ∆r̂W requires the subtraction

of the QED corrections, matching the result in the SM with that in the Fermi theory

2We alert the reader that our Πγγ is defined with the e20 coupling extracted, see eqs. (3.1), (3.2); therefore

the O(α) contribution is actually due to two-loop diagrams.
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The best available prediction includes the full 2-loop EW result, higher-order QCD corrections, resummation of reducible terms

G.Degrassi, P.Gambino, P.Giardino, arXiv:1411.7040
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The effective leptonic weak mixing angle: theoretical prediction

• All the form factors and observables needed to describe the Z resonance are available at full 2-loop EW level
       Awramik, Czakon, Freitas, hep-ph/0608099   I.Dubovyk, A.Freitas, J.Gluza, T.Riemann, J.Usovitsch, arXiv:1906.08815 

• the best predictions include some sets of 3- and 4-loop corrections
• a convenient parameterisation expresses the residual parametric dependences
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− 1, ∆α =
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0.059
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MZ
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provides a good description of the full result in the parameter region (2.8). Values for the

coefficients are obtained by fitting (3.6) to a grid of 8750 data points.

Table 3 shows the result of a fit to a calculation that includes all known corrections:

• Complete one- and two-loop electroweak corrections,

(see refs. [21, 23, 27, 28, 30–32, 36] for the original references);

• Corrections of order O(ααs) to vector-boson self-energies [64–68], which we have

re-evaluated for this work;

• Non-factorizable O(ααs) Zbb̄ vertex contributions [69–74], which do not cancel in the

ratio vb/ab;

• Higher-loop corrections in the limit of a large top Yukawa coupling yt, of orders

O(αtα2
s ) [75, 76], O(α2

tαs), O(α3
t ) [77, 78], and O(αtα3

s ) [79–81] where αt ≡ y2t /(4π).

As indicated by the last column in the table, the largest deviation of the fit formulae

from the full result is O(few × 10−6), while for most of the parameter region in (2.8) the

agreement is better than 10−6. The careful reader may realize that the parameterization

for sin2 θbeff in table 3 deviates slightly from eqs. (20,22) in [36]. The difference is due to

the larger grid of data points used here. A fit formula is, obviously, not able to reproduce

the data points in a grid perfectly. The fitting aims to find the best average agreement

between the data points (which are generated with our full numerical calculation) and

the fit formula. A larger grid therefore can lead to some shifts of the coefficients. As a

consequence, the formula in [36] will probably be more accurate for input values within

the ranges in table 1 there. On the other hand, while the formula here may be a little less

accurate within these ranges, it covers a much larger range of input values.

It should also be noted that the fit formula for sin2 θ"eff in ref. [28] does not include the

O(αtα3
s ) corrections from refs. [79–81], but they are included in the formula presented here.

In table 4 it is shown that the technical accuracy of our fit formulae is adequate for

the expected experimental precision of several future e+e− colliders, although it will get

modified by anticipated future three-loop electroweak corrections.
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Observable s0 d1 d2 d3 d4 d5

sin2 θ!eff × 104 2314.64 4.616 0.539 −0.0737 206 −25.71

sin2 θbeff × 104 2327.04 4.638 0.558 −0.0700 207 −9.554

Observable d6 d7 d8 d9 d10 max. dev.

sin2 θ!eff × 104 4.00 0.288 3.88 −6.49 −6560 < 0.056

sin2 θbeff × 104 3.83 0.179 2.41 −8.24 −6630 < 0.025

Table 3. Coefficients for the parameterization formula (3.6) for the leptonic and bottom-quark
effective weak mixing angles. Within the ranges given in eq. (2.8), the formula deviates from the
full result up to the maximal amount given in the last column.

Observable max. dev. EXP now FCC-ee CEPC GigaZ

ΓZ [MeV] 0.04 2.3 0.1 0.5 0.8

sin2 θ!eff × 104 0.056 1.6 0.06 0.23 0.1

sin2 θbeff × 104 0.025 160 9 9 15

Table 4. Goodness of fit for some chosen EWPOs, compared with the envisaged precision mea-
surements for ΓZ and sin2 θ!eff (statistical errors), and sin2 θbeff (systematic errors) at the collider
projects FCC-ee Tera-Z [84], CEPC [85] and ILC/GigaZ [86]. The values of maximal deviations
are taken from tables 1 and 3. The entry “EXP now” gives the present experimental precision, as
known since LEP 1 [44].

4 Vector and axial-vector Z-boson form factors F
f
V

and F
f
A

The pseudo-observables discussed in the previous sections aim to be closely related to

actual observables, such as cross-sections, branching ratios, or asymmetries. On the other

hand, for some purposes it is also useful to have numerical results for the underlying vertex

corrections themselves [34], for example: (i) Inclusion of selected corrections from Beyond

Standard Model (BSM) physics, (ii) Estimations of magnitudes of selected single terms,

(iii) Partial cross-checks with other calculations. For such purposes, the form factors F f
V

and F f
A introduced in eq. (2.2) are needed explicitly.

Tables 5 and 6 show the numerical contributions of different orders of perturbation

theory to F f
V and F f

A. Here the form factors are always understood to include the appro-

priate (on-shell) counterterms to render them UV-finite. In table 5 these are computed

using the following input values:

MZ = 91.1876GeV, ΓZ = 2.4952GeV, ⇒ MZ = 91.1535GeV (4.1a)

MW = 80.385GeV, ΓW = 2.085GeV, ⇒ MW = 80.358GeV (4.1b)

MH = 125.1GeV, mt = 173.2GeV,

mMS
b = 4.2GeV, ∆α = 0.059, αs = 0.1184 (4.1c)

For table 6, on the other hand, the Fermi constant Gµ is used as an input instead of (4.1b),
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• Non-factorizable O(ααs) Zbb̄ vertex contributions [69–74], which do not cancel in the
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• Higher-loop corrections in the limit of a large top Yukawa coupling yt, of orders
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t ) [77, 78], and O(αtα3

s ) [79–81] where αt ≡ y2t /(4π).

As indicated by the last column in the table, the largest deviation of the fit formulae

from the full result is O(few × 10−6), while for most of the parameter region in (2.8) the

agreement is better than 10−6. The careful reader may realize that the parameterization

for sin2 θbeff in table 3 deviates slightly from eqs. (20,22) in [36]. The difference is due to

the larger grid of data points used here. A fit formula is, obviously, not able to reproduce

the data points in a grid perfectly. The fitting aims to find the best average agreement

between the data points (which are generated with our full numerical calculation) and

the fit formula. A larger grid therefore can lead to some shifts of the coefficients. As a

consequence, the formula in [36] will probably be more accurate for input values within

the ranges in table 1 there. On the other hand, while the formula here may be a little less

accurate within these ranges, it covers a much larger range of input values.

It should also be noted that the fit formula for sin2 θ"eff in ref. [28] does not include the

O(αtα3
s ) corrections from refs. [79–81], but they are included in the formula presented here.
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the expected experimental precision of several future e+e− colliders, although it will get
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Theoretical uncertainties vs experimental precision for MW and sin²θeff   
Limiting factors in the theoretical predictions

Theoretical systematic errors entering in the experimental analysis of the data

Experimental statistical and systematic errors

Missing higher-order corrections           A.Freitas et al., arXiv:1906.05379                                         Parametric uncertainties  (mtop, Δαhad)

Missing higher-order corrections in the simulation tools used to describe the kinematical distributions
      (2-loop QCD-EW and 2-loop EW, matching with multiple parton radiation)
PDF uncertainties and QCD modelling

Quantity FCC-ee future parametric unc. Main source

MW [MeV] 0.5− 1 1 (0.6) δ(∆α)
sin2 θ!eff [10−5] 0.6 2 (1) δ(∆α)

ΓZ [MeV] 0.1 0.1 (0.06) δαs

Rb [10−5] 6 < 1 δαs

R! [10−3] 1 1.3 (0.7) δαs

Table 2: Estimated experimental precision for the direct measurement of several important
electroweak precision observables at FCC-ee [1, 2, 33] (column two, including systematic
uncertainties). Third column: parametric uncertainty of several important EWPO due to
uncertainties of input parameters given in (1), with the main source indicated in the fourth
column.

As discussed above, as total uncertainty for the theoretical prediction of an observable
the (quadratic) sum of parametric uncertainties plus intrinsic uncertainty should be taken6,
as given in the fourth column of Tab. 1 and the second and third columns of Tab. 2. More
generally, for combined fits to several observables, the parametric uncertainties should be
taken into account separately by using the corresponding parameters in the fit.

The above numbers have all been obtained assuming the SM as calculational framework.
The SM constitutes the model in which highest theoretical precision for the predictions of
EWPO can be obtained. As soon as physics beyond the SM (BSM) will be discovered, an
evaluation of the EWPO in any preferred BSM model will be necessary. The corresponding
theory uncertainties, both intrinsic and parametric, can then be larger (see, e.g., [35, 48]
for the Minimal Supersymmetric SM). A dedicated theory effort (beyond the SM) would be
needed in this case.

4.3 Higgs precision observables

For the accurate study of the properties of the Higgs boson, precise predictions for the
various partial decay widths, the branching ratios (BRs) and the Higgs-boson production
cross sections along with their theoretical uncertainties are indispensable.

4.3.1 Higgs-boson production cross-sections

The very narrow width of the Higgs boson allows for a factorization of all cross-sections with
resonant Higgs bosons into production and decay parts to very high precision if the Higgs
boson can be fully reconstructed. In this case, finite-width effects and off-shell contributions
are of relative size ΓH/MH ∼ 0.00003 and thus not relevant; this is in contrast to physics
with Z or W resonances, where Γ/M ∼ 0.03. If the Higgs boson is not fully reconstructable

6It should be noted that the intrinsic theory error is not a Gaussian random variable, which plays a role
in the combination with other error sources.
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Quantity FCC-ee Current intrinsic error Projected intrinsic error

MW [MeV] 0.5–1 ‡ 4 (α3,α2αs) 1
sin2 θ!eff [10−5] 0.6 4.5 (α3,α2αs) 1.5

ΓZ [MeV] 0.1 0.4 (α3,α2αs,αα2
s) 0.15

Rb [10−5] 6 11 (α3,α2αs) 5
Rl [10−3] 1 6 (α3,α2αs) 1.5
‡The pure experimental precision on MW is ∼ 0.5 MeV [1, 2], see Sec. 4.2.2 for more details.

Table 1: Estimated precision for the direct determination of several important electroweak
precision observables at FCC-ee [1,2,33] (column two, including systematic and observable-
specific) uncertainties; as well as current intrinsic theory errors for the prediction of these
quantities within the SM (column three). The main sources of theory errors are also in-
dicated. Column four shows the estimated projected intrinsic theory errors when leading
3-loop corrections become available. See text for more details.

Here θ is the scattering angle and Pe is the polarization of the incoming electron beam.4

The asymmetry parameters are commonly written as

Af =
1− 4|Qf | sin2 θfeff

1− 4|Qf | sin2 θfeff + 8(Qf sin
2 θfeff)

2
. (8)

Here Qf denotes the charge of the fermion, and sin2 θfeff is the effective weak (fermionic)
mixing angle. Another important precision observable is the W -boson mass. It is currently
measured most precisely from the lepton p⊥ distribution in pp → #ν at hadron colliders, and
it can be calculated within the SM from the Fermi constant, GF, of muon decay.

The expected precision for the experimental determination of some of these quantities
at FCC-ee is given in the second column of Tab. 1 [1, 2, 33]. The Z-boson quantities can be
determined from a run at

√
s = MZ with several ab−1, and smaller statistics runs at center-

of-mass energies above and below the Z peak for the purpose of MZ and ΓZ measurements.
The W mass can be determined from a run at several values of

√
s near the threshold 2MW

with a combined luminosity of O(ab−1). Note that the number for MW in the table includes
an estimate of the theory error as described in section 4.2.2, since the measurement of MW

requires a full SM prediction (not only QED) for the WW cross-section near threshold as
input.

4.2 Theory uncertainties for EWPO

4.2.1 Intrinsic uncertainties

The quantities listed in Tab. 1 can be predicted within the SM by using GF, α(MZ), αs(MZ),
MZ , MH and mt as inputs. The radiative corrections in these predictions are currently

4Formulas for electron and positron polarization can be found, e.g., in Ref. [8].
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Table 27: The value of sin2 ✓lept
eff with the breakdown of uncertainties from the ATLAS preliminary

results at
p
s = 8 TeV with 20 fb�1 [500] is compared to the projected sin2 ✓lept

eff measurements with
3000 fb�1 of data at

p
s = 14 TeV for two PDF sets considered in this note. All the numbers values

are given in units of 10�5. Note that other sources of systematic uncertainties, such as the impact of the
MC statistical uncertainty, evaluated in Ref. [500] are not considered in this prospect analysis. For the
HL-LHC prospect PDFs the "ultimate" scenario is chosen.

ATLAS
p
s = 8 TeV ATLAS

p
s = 14 TeV ATLAS

p
s = 14 TeV

L [fb�1] 20 3000 3000
PDF set MMHT14 CT14 PDF4LHC15HL�LHC

sin2 ✓lept
eff [⇥10

�5
] 23140 23153 23153

Stat. ± 21 ± 4 ± 4
PDFs ± 24 ± 16 ± 13
Experimental Syst. ± 9 ± 8 ± 6
Other Syst. ± 13 - -
Total ± 36 ± 18 ± 15

Drell-Yan measurements performed with the data collected during the high luminosity phase of the LHC
and at the LHeC collider.

4.4.6 The global EW fit

The measurement of the Higgs Boson mass (MH ) at the Large Hadron Collider (LHC) has provided the
last input to the global fit of electroweak (EW) precision observables (EWPO), which can now be used
to effectively constrain new physics. Moreover, the measurement of Higgs-boson production and decay
rates that is at the core of the physics program of the LHC Run-2 will further constrain those interactions
that directly affect Higgs-boson physics.
The HL-LHC will have the potential to provide more constraining bounds on new physics via the global
fit to EWPO and Higgs data, thanks to the higher precision it will reach both in the measurement of
some of the crucial input parameters of global EW fits (e.g. MW , mt, MH , and sin2 ✓lepte↵ ), and in
the measurement of Higgs-boson total and differential rates. In this study the reach of the HL-LHC in
constraining new physics is explored via a global fit to EWPO.
In the following, details are provided first on the parameters and procedure of the global EW fit. Next
the results are interpreted within the Standard Model (SM). Finally, the EW fit is used to constrain new
physics beyond the SM. The results are presented for both the current data and the projections in the
HL-LHC scenario.
The global fit of EWPO is performed using the HEPFIT package [501], a general tool to combine direct
and indirect constraints on the SM and its extensions in any statistical framework. The default fit proce-
dure, used here, follows a Bayesian statistical approach and uses BAT (Bayesian Analysis Toolkit) [502].
Flat priors are used for all input parameters, and the likelihoods are built assuming Gaussian distributions
for all experimental measurements. The output of the fit is therefore given as the posterior distributions
for each input parameters and observables, calculated using a Markov Chain Monte Carlo method.
All EWPO are calculated as a SM core plus corrections. The SM core includes all available higher-order
corrections, including the latest theoretical developments in the calculation of radiative corrections to the
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We need

● best description of the partonic cross section
   including fixed- and all-orders radiative corrections
   QCD, EW, mixed QCDxEW
   
● accurate and consistent description of the QCD environment 
   including PDFs, intrinsic partonic kt, QED DGLAP PDF evolution

      ▻ QCD modelling      both perturbative and non-perturbative QCD contributions

                    transverse d.o.f.     →   gauge bosons PT spectra → non-pert contributions at low PTZ

                    longitudinal d.o.f.    →  rapidity distributions        → PDF uncertainties

      ▻ EW and mixed QCDxEW effects

                     important QED/EW corrections modulated by the underlying QCD dynamics
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Existing tools predicting Drell-Yan observables
Different observables / physics goals  require the inclusion of specific sets of higher-order corrections:
   e.g.   ptZ → QCD resummation,    rapidity distribution  → higher-order QCD K-factor,    lepton distributions → QED-FSR

Group different codes according to the inclusion of corrections:     
           1) only-QCD,  2) only EW,  3) also mixed QCD-EW 

Leading corrections in DY production are given by  QCD K-factor, QCD-ISR and QED-FSR:
             standard combination of tools is given by a NLO-QCD Parton Shower MC  convoluted with a final-state QED shower
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Mixed QCD-QED leading effects are included in the analyses as a standard ingredient for more than 15 years.

These effects might be large! Is this sufficient for high-precision analyses? In general no… 
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The matching of NLO results with a Parton Shower has become standard also in the EW sector

e.g.   POWHEG_W_BMNNP and POWHEG_Z_BMNNPV    have      NLO-(QCD+EW) + (QCD+QED)-PS accuracy,

         pro’s            → total xsec is NLO-QCD + NLO-EW accurate  (including all 1-loop virtual corrections)
                            → enhancement factors ( log(QCD) log(QED/weak),    log(_)  K-factor(_) ) are included
                            → improved description of:  1) resonances,  2) high-energy tails
                            → important improvement in the quality of the QED radiation spectra, including QED-ISR

                   con’s            → matching ambiguities are present ( the POWHEG QCD-EW combination is one possible recipe…)
                                      → the size of the uncertainty is NLO for both interactions
                                           potentially affecting the ultimate precision of the code
                                      → large competing effects could combine in a non-trivial way in an exact combination
   
          an exact NNLO QCD-EW calculation can solve or improve on these issues
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Progress towards Drell-Yan simulations at NNLO QCD-EW 
The progress in the development of the simulation codes depends:

             i) on the availability of the matrix elements describing the higher-order radiative corrections

             ii) on the existence of PDFs at the same perturbative level of the partonic cross sections

             iii) on the possibility of a consistent matching of fixed- and all-order results

        double-real                  realQCD-virtualEW            realQED-virtualQCD               double-virtual

the 2-loop Master Integrals with massive lines and the subtraction of collinear singularities are among the main obstacles 

10
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Progress towards Drell-Yan simulations at NNLO QCD-EW 
Strong boost of the activities in the theory community in the last 12 months !

 - pole approximation of the NNLO QCD-EW corrections
S.Dittmaier, A.Huss, C.Schwinn, arXiv:1403.3216, 1511.08016 

 - analytical total cross section including NNLO QCD-QED  and NNLO QED corrections
D. de Florian, M.Der, I.Fabre, arXiv:1805.12214 

 - ptZ distribution including QCD-QED analytical transverse momentum resummation
L. Cieri, G. Ferrera, G. Sborlini, arXiv:1805.11948 

 - fully differential on-shell Z production including exact NNLO QCD-QED corrections
M.Delto, M.Jaquier, K.Melnikov, R.Roentsch, arXiv:1909.08428 

 - total cross section in fully analytical form (qqbar channel) including NNLO QCD-EW corrections
R. Bonciani, F. Buccioni, R.Mondini, AV, arXiv:1611.00645, R. Bonciani, F. Buccioni, N.Rana, I.Triscari, AV, arXiv:1911.06200 

 - fully differential on-shell Z production including exact NNLO QCD-EW corrections
F. Buccioni, F. Caola, M.Delto, M.Jaquier, K.Melnikov, R.Roentsch, arXiv:2005.10221 

- total cross-section for virtual photon production at N3LO-QCD     (ultimate QCD precision benchmark)
C.Duhr, F.Dulat, B.Mistlberger, arXiv:2001.07717

→ complete Drell-Yan
                    - neutrino-pair production including NNLO QCD-QED corrections
                                             L. Cieri, D. de Florian, M.Der, J.Mazzitelli, arXiv:2005.01315 

→  on-shell Z production   as a first step towards full Drell-Yan                    → see F.Buccioni’s talk tomorrow

 - 2-loop virtual and phase-space Master Integrals with internal masses
U. Aglietti, R. Bonciani, arXiv:0304028, arXiv:0401193,  R. Bonciani, S. Di Vita, P. Mastrolia, U. Schubert, arXiv:1604.08581, M.Heller, A.von Manteuffel, R.Schabinger arXiv:1907.00491,   S.Hasan, U.Schubert, arXiv:2004.14908 

 - Altarelli-Parisi splitting functions including QCD-QED effects
D. de Florian, G. Sborlini, G. Rodrigo, arXiv:1512.00612

→  mathematical developments and computation of universal building blocks

11



Analytic progress: Master Integrals for DY processes at O(ααs) 
So this is what we computed Bonciani, Mastrolia, Schubert, DV 16

(a1) (a2)

(b1) (b2) (b3)

(c1) (c2)

S. Di Vita (DESY) 2L MIs for QCD⇥EW corrections to DY 12 / 25

R. Bonciani, S. Di Vita, P. Mastrolia, U. Schubert, arXiv:1604.08581

thin lines    massless
thick lines   massive
topologies b and c were not known

2 masses topologies evaluated with the same mass

SM results, where both W and Z appear,
 can (sometimes) be evaluated with an expansion in ΔM=MZ-MW

49 MI identified (8 massless, 24 1-mass, 17 2-masses)
solution of differential equations expressed in terms of
iterated integrals (mixed Chen-Goncharov representation)

M.Heller, A.von Manteuffel, R.Schabinger arXiv:1907.00491,   S.Hasan, U.Schubert, arXiv:2004.14908

trade-off between 
a simpler analytical representation of the results (Chen-Goncharov) (but problematic analytical continuation to the physical region)
and
polylogarithmic representation of the results with more cumbersome arguments

The Master Integrals are solved with the Differential Equation technique
Main issues related to number of energy scales  (s, t, MW, MZ, Mmu)
             at mathematical level → appearance of elliptic kernels and  evaluation of boundary conditions

Alessandro Vicini - University of Milano                                                                                                                                                                                                LHCP 2020,  Online,  May 28th 2020

same class of diagrams expressed in terms of multiple polylogarithms (two independent solutions)

12
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Differential distributions including NNLO QCD-EW corrections

J
H
E
P
0
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(
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1
8
)
1
6
5

Figure 2. The qT spectrum of Z boson at the LHC (
√
s = 8TeV). Left panel: NNLL+NNLO QCD

results are combined with the LL (red dashed) and NLL+NLO (blue solid) QED effects together
with the corresponding QED uncertainty bands. The bands are obtained as in figure 1.

Figure 3. The qT spectrum of Z boson at the LHC (
√
s = 13TeV). Left panel: NNLL+NNLO

QCD results are combined with the LL (red dashed) and NLL+NLO (blue solid) QED effects to-
gether with the corresponding QED uncertainty bands. The bands are obtained as in figures 1 and 2.

By considering the perturbative uncertainty shown in the lower-left panels of figures 2

and 3, we observe that the LL QED effects have an uncertainty of around 2% in the

small qT region (qT ∼< 10GeV) which increases up to 2.5–3% in the intermediate qT region

(30∼<qT ∼< 40GeV). The inclusion of the NLL+NLO QED corrections reduces the scale

variation band by roughly a factor 1.5–2. As in the Tevatron case the QED uncertainty is

dominated by the renormalization (resummation) scale dependence at LL (NLL+NLO).
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FIG. 1. Mixed QCD-electroweak corrections to dilepton rapidity and transverse momentum distributions at the 13 TeV LHC.
Left pane includes corrections to both production and decay whereas right pane includes corrections to the production stage
only. See text for details.

the relative importance of NNLO QCD and mixed cor-
rections depends on the observable and kinematic range.
For example, in the central rapidity region NNLO QCD
corrections are somewhat smaller than the mixed ones
but the situation becomes opposite at large rapidities.
Similarly, NNLO QCD corrections at large pt,ll are domi-
nant whereas at smaller values of the transverse momenta
NNLO QCD and mixed QCD-electroweak contributions
may be comparable.

In Fig. 2 we show two distributions that depend on
kinematic features of individual leptons. In the upper
panes, we present the transverse momentum distribution
of the hardest lepton; in the two lower ones we show
the distribution in the Collins-Soper angle ✓⇤ [67], in the
rapidity window 0.6 < |yll| < 1.2. This angle can be
computed from lepton momenta in the laboratory frame
using the following formula

cos ✓⇤ =
sgn(pz,l+l�)(P

+

l�P
�
l+

� P�
l�P

+

l+
)

r
m2

l+l�

⇣
m2

l+l� + p2
t,l+l�

⌘ , (4)

where P±
i

= Ei ± pi,z. Studies of the cos ✓⇤ distribution
at the LHC allow for a precise determination of the weak
mixing angle.

The major features of distributions shown in Fig. 2
are similar to what we have seen already in Table 1 and

Fig. 1. When corrections to production and decay are in-
cluded, mixed QCD-QED corrections play an important,
sometimes the dominant role; when only corrections to
the production stage are considered, weak e↵ects become
more pronounced than QED ones. In the case of the
cos ✓⇤ distribution, weak and QED corrections have sim-
ilar magnitude even in the case when full corrections to
the pp ! Z ! l+l� process are considered. As is well-
known, the spikes in corrections to pt,l distributions are
caused by an interplay of cuts on lepton momenta and
the leading-order kinematic boundary pt,l < MZ/2. Not
surprisingly, they are much more pronounced when QED
corrections to decays are included.

Conclusions We have presented the first complete
computation of mixed QCD-electroweak corrections to
the production of on-shell Z bosons in hadron collisions
and their subsequent decay to a pair of massless elec-
trons. We find that mixed corrections are about a few
permille. The only exceptions are QCD-QED corrections
to the inclusive process and QCD-QED corrections to the
production stage – both at the inclusive level and in the
fiducial region – which are smaller. However, corrections
strongly depend on the imposed kinematic constraints
and, in general, do not follow a clear hierarchy that would
allow an approximate but reliable treatment of them. As
we mentioned in the introduction, given the smallness of

L. Cieri, G. Ferrera, G. Sborlini, arXiv:1805.11948 

F. Buccioni, F. Caola, M.Delto, M.Jaquier, K.Melnikov, R.Roentsch, arXiv:2005.10221

Good qualitative agreement with POWHEG

additional ISR effects from the NLL_QED resummation

QCD-weak effects are a not negligible fraction
of the initial state QCD-EW corrections,
possibly larger than QCD-QED

final state QED corrections are in general large
their interplay with the initial state is not negligible

13
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DGLAP-QED evolution of proton PDFs
The necessary inclusion of NLO-EW and NNLO QCD-EW corrections NECESSARILY implies the usage of proton PDFs 
with also a QED kernel in the DGLAP evolution of the parton densities

The presence of a photon density in the proton yields 
     1) a (small) redistribution of the momentum fraction carried by quarks and gluons
     2) the presence of new partonic scattering processes

Only the sum over all partonic channels provides a physically meaningful prediction of the hadron-level cross section
      with a non-trivial level of interplay (cfr. C.Duhr et al. arXiv:2001.07717 about N3LO-QCD predictions)

�(P1, P2;mV ) =
X

a,b

Z 1

0
dx1dx2 fh1,a(x1,MF )fh2,b(x2,MF ) �̂ab(x1P1, x2P2,↵s(µ),MF )

(a)

q

q̄

l�

l+�, Z

(b)

�

�

l�

l+

(c)

�

�

l�

l+

Figure 1: Born diagrams for the qq̄ (a) and for the ⇥⇥ (b,c) subprocesses.

which is depicted in figure 1 (a). This process is a neutral current process and its amplitude,
neglecting the Higgs-boson contribution, is mediated by s-channel photon and Z-boson ex-
change. In the unitary gauge, the tree-level amplitude reads as

M0 = M� +MZ (2.1)

M� = � e2 QqQl
gµ⌅ � kµk⌅/s

s
[v̄(p2)⇥µu(p1)] [ū(p3)⇥⌅v(p4)]

⇤ � e2 QqQl
gµ⌅ � kµk⌅/s

s
Jµ

emJ⌅
em

MZ = � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

[v̄(p2) (vq ⇥µ + aq⇥
µ⇥5) u(p1)] [ū(p3) (vl ⇥⌅ + al⇥

⌅⇥5) v(p4)]

⇤ � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

Jµ
Z,qq̄J

⌅
Z,l+l�

where mZ is the Z-boson mass and �Z is the Z decay width, necessary to describe the Z

resonance region, s = (p1 + p2)2 is the squared partonic center-of-mass (c.m.) energy and
kµ = pµ

1 + pµ
2 , � = e2/(4⌅) is the fine structure constant, c⇥ ⇤ mW /mZ is the cosine of

the weak mixing angle. The vector and axial-vector couplings of the Z-boson to fermions
are vf = Tf � 2Qfs2

⇥ and af = �Tf where Tf = ±1/2 is the third component of the weak
isospin and Qf is the electric charge of the fermion f .

The subprocess ⇥(p1) ⇥(p2)⌅ l�(p3) l+(p4), which is depicted in figure 1 (b,c), is, at
lowest order, a pure QED reaction, whose di⇥erential cross section, in the partonic c.m.
frame and neglecting all fermion masses, reads as

d⇧̂��

d cos ⇤
=

2⌅�2

s

�
1 + cos2 ⇤

sin2 ⇤

⇥
(2.2)

2.2 The O(�) calculation

The complete O(�) EW corrections to the neutral current Drell-Yan process have already
been computed in refs. [12, 13]. We have repeated independently the calculation and
included in addition the photon-induced processes. We summarize here the main features
of our approach.

The O(�) corrections include the contribution of real and virtual corrections. The
virtual corrections follow from the perturbative expansion of the 2⌅ 2 scattering amplitude

– 4 –

At LO we need to consider also 
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Figure 4: Photon-induced process diagrams.

and infrared singularities, as well as the peaking behaviour around the Z resonance. The
sum of the soft and of the hard photon cross sections is independent of the cut-o⇤ ⇥E.
We have checked the independence of our numerical results from the choice of the infrared
separator ⌥ ⇤ ⇥E/E for 10�8 ⌅ ⌥ ⌅ 10�4.

2.2.3 Photon-induced processes

In ref. [27] it has been proposed a new parametrization of the partonic content of the
proton, which also includes a photon probability density. When using this set of pdf, the
inclusive cross section ⌃

�
pp
(�) ⇧ l+l� + X

⇥
receives contributions also from the partonic

subprocesses q(p1)⇥(p2) ⇧ l+(p3)l�(p4)q(k) (photon-induced), depicted in figure 4. The
latter are of the same perturbative order as the real bremsstrahlung corrections described
in the previous subsection, i.e. they are an O(�) correction to the Born process of eq. (2.1).
The squared amplitude of the photon-induced processes can be obtained by crossing sym-
metry from the real bremsstrahlung one, evaluating the latter with the exchange (p2 ⌃ �k)
and multiplying the result by a (�1) factor to account for the exchange of a fermionic line.

2.3 Higher-order electroweak e�ects

To incorporate higher-order EW corrections in a Born-like expression written with e⇤ective
couplings, we followed the approach of ref. [36], where the tree-level amplitude has been
improved and takes into account all the self-energy and vertex corrections. The latter have
been included by defining an e⇤ective overall coupling and an e⇤ective weak mixing angle.

The amplitude MZ becomes

MZ =
i8 Gµm2

Z 
2

⇧fi(q2)
1� ⇤⇧irr

JZ,qq̄ · JZ,l+l�

q2 �m2
Z + i�ZmZ

(2.9)

where the coupling vf of eq. (2.1) is replaced by ṽf = Tf � 2Qf⌅f (q2)s2
⇥. The definition

of the quantities ⇧fi, ⇤⇧irr, ⌅f (q2) can be found in ref. [36]. Eq. (2.9) incorporates also
higher-order e⇤ects beyond O(�), because of the resummation of ⇤⇧irr and of the fermionic
part of the Z self-energy contained in ⇧fi. Furthermore, ⇤⇧irr = ⇤⇧(1)

irr + ⇤⇧(2)
irr contains also

leading two-loop corrections. In the amplitude M� we replace the fine structure constant
with the running electromagnetic coupling according to eq. (2.6).
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At NLO-EW we have At NNLO QCD-EW 
we have also
γg initiated processes

Best Drell-Yan predictions require proton PDFs with all the relevant QCD factors (now up to N3LO) and NLO-QED evolution

The non-trivial role of photon-induced contributions is evident 
        in other processes like W+W- production, at high invariant masses
        possibly in high-precision analyses like the determination of the effective weak mixing angle (cfr. LHC-EWWG activities)
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Fit of observables, parameter determination and EW input schemes

Parameter determination:
The templates are theoretical predictions of the kinematical distributions, functions only of the lagrangian input parameter
     e.g. in the SM              

We choose a set of experimental quantities (EW inputs) to express the lagrangian couplings.
All the other pseudoobservables and parameters are predictions, which can be tested but not used as fit parameters.

    examples:    at LEP1 the choice  (α, Gμ, MZ, MH) as inputs allowed to determine MZ,

                      at LEP2  for the MW determination introduction of the (Gμ, MW, MZ, MH) scheme

                                   (no-one would have used (α, Gμ, MZ, MH) as input scheme to fit MW)

    in these two schemes sin²θeff is a prediction and can not be used as a fit parameter!

𝒯 = 𝒯(g, g′ , v; λ; mf; CKM)

Alessandro Vicini - University of Milano                                                                                                                                                                                                LHCP 2020,  Online,  May 28th 2020

sin²θeff determination
Two new schemes with (α, sin²θeff, MZ) and with  (Gμ, sin²θeff, MZ) as input parameters       M.Chiesa, F.Piccinini, AV, arXiv:1906.11569 
   → consistent fit of the data based on templates which are functions of
                      or    

pro’s      -  direct dependence on the fit parameter,  direct control over th. and exp. systematics
             -  exactly the same definition as at LEP ( straightforward possibility to combine results )
             -  sin²θeff is defined at the MZ scale → a large fraction of radiative corrections at q²=MZ² is reabsorbed in its definition
                       →  fast perturbative convergence,       → weak sensitivity to mtop (small parametric uncertainty)
                       → robust consistency check of the SM:  small systematic uncertainty from the templates

𝒯 = 𝒯(α, sin2 θeff , MZ) 𝒯 = 𝒯(Gμ, sin2 θeff , MZ)
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Searches for New Physics exploiting at best the Z resonance information

A scheme with (Gμ, sin²θeff, MZ) has already been mentioned at LEP time 
            D.C.Kennedy, B.W.Lynn,Nucl.Phys.B322, 1; F.M.Renard, C.Verzegnassi, Phys.Rev.D52,1369; A.Ferroglia, G.Ossola, A.Sirlin,Phys.Lett.B507,147;

as the most convenient parameterisation for New Physics searches,
because it maximises the amount of information which can be reabsorbed and encoded in the LO couplings,
from very precise data (Z resonance)

→ any discrepancy that should further emerge will not be reabsorbed in the parameterisation → New Physics signal

Whether the same choice could be adopted in SMEFT fits, together with the Wilson coefficients of the new operators,
deserves additional investigations  (interplay between the EW and EFT communities)

16



Alessandro Vicini - University of Milano                                                                                                                                                                                                LHCP 2020,  Online,  May 28th 2020

Diboson production

Impressive boost of the theoretical activities offering, for several processes, the combination of
                       (N)NLO QCD results    and   NLO EW results
matched with  QCD and/or QED Parton shower
   or
merged including different jet multiplicities that contribute to the same final state signal

Progress possible thanks to different kinds of automation: 
  - loop-integrals evaluation (e.g. Collier)
  - matrix-element generation and reduction (e.g. Recola, OpenLoops, aMC@NLO_Madgraph)
  - automated multiple-processes handling

Complexity of the calculations due to
 - large number of Feynman diagrams with their interferences
 - interplay of QCD and EW interactions already at LO,   meaningless distinction at NLO of QCD vs EW corrections
 - presence of different mechanisms of enhancement, often in competition
 - need for the inclusion of multiple parton (QCD and QED) emissions

Diboson production is relevant for
 - test of the mechanisms of EW symmetry breaking
 - test of the non-abelian structure of the EW interaction, probing tri- and quadrilinear couplings
 - probe of the existence of new interactions as they can be described in the language of EFT via higher-dim operators
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Diboson production: NNLO-QCD + NLO-EW corrections
M.Grazzini, S.Kallweit, J.Lindert, S.Pozzorini, M.Wiesemann, arXiv:1912.00068

  - large QCD and EW corrections need a consistent combination to achieve O(1%) precision → Matrix+OpenLoops
  - comparison of additive vs multiplicative combinations of QCD and EW effects, to estimate mixed QCD-EW missing corrections
  - differences between 1) hard-hard boson regions and  2) (hard boson, hard jet, soft boson) regions
      in 1) good convergence of the QCD expansion and factorisation of the EW Sudakov logs
      in 2)  “giant” K-factors, large EW Sudakov logs, large photon-induced contributions  compete to the final result

        → non-trivial estimate of the remaining uncertainties
             jet-vetoes milden the “giant” K-factor and enhance the sensitivity to tri- and quadri-linear couplings
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Figure 8. Distribution in the transverse momentum of the harder reconstructed vector boson for
the processes (3.1)–(3.3) at 13TeV. Baseline cuts are applied without jet veto. Plot format and
predictions as in figure 6.

The EW corrections to the mV V distribution are negative, and in the tails they grow

like double Sudakov logarithms. However, their impact is less pronounced than for the

pT,V2 distribution in figure 6. This is due to the fact that diboson production at large mV V

is dominated by t- and u-channel topologies where the gauge bosons are mainly emitted

in the forward/backward regions, and the scales t, u that enter Sudakov logarithms are

well below mV V . The largest EW corrections are found in the ZZ channel, where they

amount to −15% at 1TeV. In the combination of QCD and EW corrections the difference

between additive and multiplicative prescriptions is similarly large as NNLO QCD scale

uncertainties, and depending on the process it can reach up to 10–20% in the multi-TeV

region. For WW and WZ production we also find a difference of up to 5% between the

two factorised prescriptions. This effect can be attributed to photon-induced γq → WV q

channels, where the topologies with t-channel W bosons that couple to the initial-state

photons (see e.g. figure 4 l) yield a significant (positive) NLO EW contribution.

The distribution in the transverse momentum of the harder vector boson, presented

in figure 8, shows a completely different behaviour of the higher-order effects.15 At

100GeV, the NLO QCD corrections are as large as a factor two, and their size grows

with pT,V1 reaching five to twenty times the LO cross section at 2TeV. These giant NLO

K-factors are driven by hard-V j subprocesses, where the recoil of the harder vector bo-

15Fiducial cross sections that quantify the corrections observed in the tails of figure 8 are listed in ap-

pendix A.
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which involves O(α4) contributions from the qq̄ and γγ channels.6 Higher-order QCD

contributions can be cast into the form

dσNNLOQCD = dσLO
(
1 + δQCD

)
+ dσgg

LO , (2.4)

where dσgg
LO is the O(α2

Sα
4) contribution of the loop-induced gg channel, and all other

QCD corrections are embodied in the correction factor δQCD, which includes the O(αS)

and O(α2
S) corrections of the qq̄, qg/q̄g, gg and qq/q̄q̄ channels.7 Similarly, the NLO EW

cross section can be written as

dσNLOEW = dσLO (1 + δEW) , (2.5)

where all O(α) corrections in the qq̄, γγ and qγ (including q̄γ is implicitly understood)

channels are incorporated into the factor δEW. For the combination of QCD and EW

corrections we consider three different prescriptions.

NNLO QCD+EW. The first prescription amounts to a purely additive combination,

dσNNLOQCD+EW = dσLO
(
1 + δQCD + δEW

)
+ dσgg

LO , (2.6)

where all terms of O(α4), O(αSα4), O(α5) and O(α2
Sα

4) are simply summed.

NNLO QCD×EW. As a possible approximation of the mixed QCD-EW higher-order

corrections we consider the factorised combination

dσNNLOQCD×EW = dσLO
(
1 + δQCD

)
(1 + δEW) + dσgg

LO , (2.7)

where the EW correction factor is applied to the entire NNLO QCD cross section except for

the loop-induced gg channel, for which the EW corrections δEW of the qq̄ and γγ channels

are not applicable. The prescription (2.7) can also be written in the form

dσNNLOQCD×EW = dσNNLOQCD+EW + dσLOδQCD δEW . (2.8)

Thus, the factorised combination (2.8) generates extra O(αSα) and O(α2
Sα) mixed QCD-

EW corrections. Provided that the dominant sources of QCD and EW corrections factorise,

such terms can be regarded as a reasonable approximation of mixed QCD-EW effects. For

instance, at scattering energies Q " MW this assumption is justified when EW effects are

dominated by Sudakov logarithms, and the dominant QCD effects arise at scales well below

Q, factorising with respect to the underlying hard-V V process. In such cases, the factorised

prescription (2.7) should be regarded as a superior prediction as compared to the additive

combination (2.6).

6Note that the γγ channel contributes only to ZZ and WW production. The same holds for the gg

channel contributing at NNLO QCD.
7Here and in the following, higher-order contributions (or terms) of O(αn

Sα
4+m) are also referred to as

corrections (or effects) of O(αn
Sα

m).
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NNLO QCD×EWqq. As a motivation for an alternative combination, let us highlight

the role of individual partonic channels in the factorised formula (2.7). To this end we

rewrite the QCD corrections as

dσNNLOQCD = dσqq̄
LO

(
1 + δqq̄QCD

)
+ dσγγ

LO + dσgg
LO , (2.9)

where δqq̄QCD includes the same QCD corrections as δQCD, but is normalised to the LO cross

section in the qq̄ channel. Moreover we split the EW corrections into contributions from

the qq̄ and γ-induced channels,

dσNLOEW = dσqq̄
LO

(
1 + δqq̄EW

)
+ dσγγ

LO

(
1 + δγγ/qγEW

)
. (2.10)

Here in the factor δqq̄EW we include only O(α) corrections from the qq̄ channel, whereas all

other O(α) effects stemming from the γγ and qγ channels8 are included in the factor δγγ/qγEW .

Using the notation of eqs. (2.9)–(2.10) we can rewrite the factorised formula (2.7) as

dσNNLOQCD×EW =
[
dσqq̄

LO

(
1 + δqq̄QCD

)
+ dσγγ

LO

]
(1 + δEW) + dσgg

LO , (2.11)

where the EW K-factor corresponds to

δEW =
δqq̄EWdσqq̄

LO + δγγ/γqEW dσγγ
LO

dσqq̄
LO + dσγγ

LO

, (2.12)

and can be regarded as the weighted average of the corrections in the qq̄ and γγ channels.

The representation (2.11) demonstrates that the factorised combination does not induce

any O(αS) effect in the γγ and gg channels. The only nontrivial factorised correction arises

from the term δqq̄QCDδEW, where QCD corrections to the qq̄ channel are combined with the

average EW corrections in the qq̄ and γγ channels. The latter includes contributions from

qγ channels that can give rise to giant EW K-factors, in which case a factorised treatment

is not justified (see section 3.3 for a detailed discussion). For this reason we consider the

alternative combination formula

dσNNLOQCD×EWqq
= dσqq̄

LO

(
1 + δqq̄QCD

) (
1 + δqq̄EW

)
+ dσγγ

LO

(
1 + δγγ/qγEW

)
+ dσgg

LO , (2.13)

where the factorisation of EW corrections is restricted to the qq̄ channel, while photon-

induced channels and the loop-induced gg contribution are treated in an additive way. In

analogy with eq. (2.8), the prescription (2.13) can be rewritten as9

dσNNLOQCD×EWqq
= dσNNLOQCD+EW + dσLOδQCD δqq̄EW . (2.14)

8This ad-hoc splitting of EW corrections deserves some comments. As pointed out in ref. [43],

(anti)quark-photon channels have the twofold role of EW corrections to the qq̄ and γγ channels and are

connected to both channels via collinear singularities. Thus, they cannot be entirely associated with one

or the other channel. For this reason, eq. (2.10) should be understood as a purely technical separation of

qq̄ and γ-induced corrections, which can be adopted upon subtraction of collinear singularities (based on

dipole subtraction in our implementation). As discussed below, the choice of handling the qγ channels as

corrections to the γγ channel (rather than to the dominant qq̄ channel) is motivated by the fact that the

qγ channels can lead to giant EW K-factors that cannot be combined with the QCD corrections with a

factorised prescription.
9Note that dσLOδQCD = dσqq̄

LOδ
qq̄
QCD = dσNNLOQCD − dσLO − dσgg

LO. See eqs. (2.3)–(2.4) and (2.9).

– 12 –

pt_V1  is a “worst-case” observable
           stressing all potential issues
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Figure 1: Representative Feynman diagrams for the possible classes of resonance histories contributing at LO.

from POWHEG and the matching to PS, as we will discuss in Sec. 2.

The paper is organized as follows: in Sec. 2 we describe the details of our computation, in Sec. 3 we list the
parameters and cuts used throughout this work, and in Sec. 4 we discuss the validation of our implementation. In
Sec. 5 we show a selection of the new results, i.e. the matching of NLO EW + NLO QCD corrections to parton
shower. We summarize our work in Sec. 6.

In the rest of this manuscript we will use the shorthands NLOQCD and NLOEW to denote NLO accuracy in
the aS and a perturbative expansion, respectively. We use the notation NLOQCD + NLOEW to denote the additive
combination of the hard matrix elements (in the POWHEG B̄ function).

2 Details of the calculation

In this paper we consider the processes

pp ! e
+neµ�nµ ,

pp ! µ+nµe
�

e
+ ,

pp ! µ+µ�
e
�

e
+ . (1)

We stress that the full matrix elements for four fermion production are used and no on-shell or double pole approx-
imation is employed. In the following the three processes will be dubbed as WW , WZ, and ZZ production, and,
collectively, as “diboson production”. Although we will show results only for W

+
Z production, our code is fully

general and W
�

Z production can be generated as well.

The calculation of the NLOQCD + NLOEW corrections to diboson production matched to QCD and QED par-
ton shower presented in this paper is performed in the POWHEG-BOX-RES framework [65], which is a framework
designed to simulate processes involving intermediate decaying resonances with NLO+PS accuracy. It is a new im-
plementation of the POWHEG method [46, 47] that overcomes the limitations of the POWHEG-BOX framework [49].
It has been used in Ref. [66] to simulate the process pp ! bb̄` ¯̀nn̄ with NLOQCD+PS accuracy, thereby achieving,
for the first time, a fully-consistent treatment of tt̄ and Wt production with two leptonic decays, in Ref. [67] to
compute the processes pp ! HV and pp ! HV j production (V = W,Z) with NLOQCD + NLOEW+PS accuracy,
and in Ref. [68] to compute the NLOEW+PS corrections to pp ! ``0nn 0

j j. In Ref. [69], a simplified version of
the POWHEG-BOX-RES algorithm has been implemented also in the W_EW-BMNNP and Z_EW-BMNNPV pack-
ages [69–72] of POWHEG-BOX-V2, in order to simulate neutral and charged Drell-Yan production with NLOQCD +

3

M.Chiesa, C.Oleari, E.Re, arXiv:2005.12146

  - complete NLO-QCD and NLO-EW corrections to 4-fermion production available for more than 10 years  → normalization  

  - the inclusion of multiple QCD/QED partons is needed to predict kinematical distributions,                          → shapes 
  - matching NLO matrix elements with multiple parton radiation via Parton Shower well established for more than 15 years
  - problem of competition between QCD and QED in the NLO-(QCD+EW) matching to “emit the hardest parton”

  - processes with identifiable subsystems, like resonant particles, are described assuming the existence of different stages:
    the prevalence of QCD emissions from the initial state and of QED emission from the resonances and final leptons
    allows a combined matching, which enables the matrix-element description for both kind of partons

  - this “resonance”-treatment, including QCD and QED radiation, 
    (developed for DY and ttbar)  is now available for diboson production
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Figure 4: Comparison of the predictions at NLOQCD + NLOEW + PSQCD,QED (NLOa+aS+ PSa,aS), at NLOQCD
+ PSQCD,QED (NLOaS+PSa,aS), and at NLOQCD + PSQCD (NLOaS + PSaS) accuracy for the process pp !
µ+µ�

e
�

e
+. Upper panels: differential distributions as a function of the positron transverse momentum (top left),

of the dimuon invariant mass (top right), of the transverse momentum of the hardest Z (bottom left), and of the
positron rapidity (bottom right). Central panels: ratio of the predictions at NLOQCD + NLOEW + PSQCD,QED and
at NLOQCD + PSQCD,QED. Lower panels: ratio of the results at NLOQCD + NLOEW + PSQCD,QED and at NLOQCD
+ PSQCD. See main text for details.
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important NLO-EW correction (blue)
not negligible impact of QED higher orders (red)       in view of O(1%) studies
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Fig. 1 Graphical representation
of the two diagrams with the
highest number of massive
resonances for
pp → !±1 ν!1!

±
2 ν!2 jj. The

resonances of any other
contribution can be matched to
one of the resonances in these
two diagrams

ν

ν

j

j
W

Z

W

W

W

ν

ν

j

j
W

H

W

W

W

at NLO EW accuracy matched to QED PS. As mentioned
in Sect. 3.1, the simultaneous inclusion of NLO QCD and
NLO EW corrections requires several modifications in the
non-process-specific part of the Powheg- Box code and is
left for future work. Note that there already exists a fully
general interface between Recola and the Monte Carlo gen-
erator Sherpa [52–54]. It is dubbed Sherpa+Recola [55]
and allows to compute NLO QCD+EW corrections at fixed
order for arbitrary processes.

4 Input parameters and selection cuts

All input parameters have been chosen as in Refs. [7,8].
While these are not the most up-to-date parameters, they
allow a simple comparison against the existing computation
(these parameters can be changed at will in the code). For
completeness we reproduce them here.

The centre-of-mass energy of the simulated hadronic scat-
tering processes is

√
s = 13 TeV at the LHC. We use

the NNPDF3.0QED PDF set [56,57]2 with five massless
flavours, NLO QCD evolution, and a strong coupling con-
stant αs (MZ) = 0.118. For same-sign W-boson scattering,
there are no bottom (anti)quarks in the initial or final state,
since these would lead to top quarks in the final state that
give rise to a different experimental signature. Singularities
arising from collinear initial-state radiation are factorised
according to the MS scheme as done in the NNPDF set.

For the massive particles, the following masses and decay
widths are used:

mt = 173.21 GeV, $t = 0 GeV,

MOS
Z = 91.1876 GeV, $OS

Z = 2.4952 GeV,

MOS
W = 80.385 GeV, $OS

W = 2.085 GeV,

MH = 125.0 GeV, $H = 4.07 × 10−3 GeV.

(10)

All fermions are considered as massless particles, with the
only exception of the top quark. The conversion into the pole
values of the masses and widths for the gauge bosons (V =
W,Z) from the measured on-shell (OS) values is obtained

2 This particular PDF set does not have an identifier lhaid in the
program LHAPDF6 [58].

according to Ref. [59]:

MV = MOS
V /

√
1 + ($OS

V /MOS
V )2 ,

$V = $OS
V /

√
1 + ($OS

V /MOS
V )2. (11)

For the mass and width of the Higgs boson we follow the
recommendations of Ref. [60]. The EW coupling is obtained
in the Gµ scheme (see e. g. Refs. [61–63]) according to

α =
√

2
π

GµM2
W

(

1 − M2
W

M2
Z

)

, (12)

with

Gµ = 1.16637 × 10−5 GeV−2. (13)

The renormalisation and factorisation scales have been set to

µren = µfac = MW. (14)

We consider an event selection that mimics the experi-
mental one of Refs. [1,2]. The fiducial region is defined by
the presence of two prompt charged leptons (! = e, µ) with
same charge, missing momentum and at least two QCD jets
passing the following cuts:

pT,! > 20 GeV, |y!| < 2.5, &R!! > 0.3,

pT,miss > 40 GeV, (15)

pT,j > 30 GeV, |yj| < 4.5, &Rj! > 0.3, (16)

mjj > 500 GeV, |&yjj| > 2.5. (17)

The missing momentum is computed from the vectorial sum
of the momenta of all the neutrinos present in the event.
At fixed-order as well as at the LHE level each event con-
tains exactly two charged leptons, however, when the QCD
PS is included additional leptons can be generated by the
decay of the hadrons: in the latter case, the cuts of Eq. (15)
are applied to the two hardest leptons in the event. We only
consider dressed leptons: photons are recombined with lep-
tons if their relative distance in &R is smaller than 0.1.3

3 In our predictions at NLO or at the LHE level with the flag allrad
0 this recombination prescription is equivalent to the one based on the
anti-kT algorithm used in Refs. [7,8].
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Fig. 4 Differential distributions
at LO [order O

(
α6)], NLO EW

[order O
(
α7)] and NLO

EW+PS at a centre-of-mass
energy

√
s = 13 TeV at the

LHC for pp → µ+νµe+νejj:
a invariant mass of the two
leading jets (top left), b rapidity
difference of the two leading
jets (top right), c transverse
momentum of the hardest
jet (bottom left), and d missing
transverse energy (bottom
right). The upper panels show
the LO prediction as well as the
NLO predictions with and
without PS. The lower panels
show the relative NLO
corrections with respect to the
corresponding LO in per cent
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two tagging jets inherits mostly the overall NLO EW nor-
malisation and decreases towards larger rapidity difference
due to PS effects. Figure 4c, d display the distributions in
the transverse momentum of the hardest jet and the missing
momentum, respectively. Both show rather large EW correc-
tions, reaching about −30% to −40% around 500 GeV and
beyond. The effect of extra radiation simulated by the PS
tends to further lower the rate at high transverse momentum
in both cases. The transverse momentum distribution of the
hardest jet receives a large positive correction from the PS
in the first bin. This is in agreement with the corresponding
effect of the NLO QCD corrections [8]. It it due to the sup-
pressed LO contribution in this bin and the reduction of the
jet energy by radiation of gluons and photons. In general, the

inclusion of the PS leads to a redistribution of events in phase
space and pushes some fraction of events out of the fiducial
phase space.

5.4 Combination of EW corrections

In this article, we have presented a new generator able to
compute EW corrections to VBS and to generate unweighted
events. These predictions can be supplemented by photon
and QCD radiation in parton/photon showers. The question
arises, how these results can be combined with NLO QCD
predictions.

Reference [71] provides prescriptions for the combination
of NLO QCD and EW corrections matched to PS. We propose

123

one of the crucial processes to study EW symmetry breaking at hadron colliders
extreme complexity of the EW interaction, with 8 external particles

large EW corrections motivate the inclusion of QED-PS effects

non-trivial interplay of large EW virtual corrections with large collinear enhanced QED logs
significant impact on observables sensitive to radiation details
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The Precision Tests of the SM and the searches for BSM signals 
require a control, both experimental and theoretical, at the O(0.1%-1%) level of the theoretical predictions for the kinematical distributions
such a high precision is needed to determine with significant precision the fundamental parameters of the Lagrangian (couplings, masses)

 → non trivial challenge 

At this level of precision, the entanglement of QCD and EW corrections is unavoidable, at partonic level and in the PDFs

Impressive theoretical progress, both for single- and di-boson production:
     - the combination of (N)NLO-QCD and NLO-EW results is now “routine”
     - matching NLO with PS, for complex processes and including QCD and QED effects, is demonstrated
     - new analytical results at NNLO QCD-EW are becoming available

In the diboson case, we have observables whose corrections do not obey a specific hierarchy, with large cancellations

   → also in this case mixed QCD-EW corrections might help to fully stabilise the predictions

The ultimate precision of the predictions might depend
     - on the observable under study
     - on a parallel development of PDFs and partonic results   (N3LO-QCD + NLO-EW for DY)
     - on the development of procedures to reduce the dependence on the PDFs and the QCD modelling (not discussed here)



22

Thank you for your attention 


