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LHCb detector in Run 3

By

Excellent decay 
time resolution

Excellent particle 
identification

Precise vertex 
measurements

Excellent momentum 
resolution

Daughters of b- and c-hadron decays: 
pT ~ 1 GeV/c, flight distance ~ 1mm

LHCb: General purpose detector specialized in beauty and charm hadrons 

C. Elsässer, bb production 
angle plots

Run 2 detector performance:
Int. J. Mod. Phys. A30 (2015) 1530022See also: Mon, 18:00

Mark Tobin: LHCb Upgrades

https://lhcb.web.cern.ch/speakersbureau/html/bb_ProductionAngles.html
https://lhcb.web.cern.ch/speakersbureau/html/bb_ProductionAngles.html
https://www.worldscientific.com/doi/abs/10.1142/S0217751X15300227
https://indico.cern.ch/event/856696/contributions/3741468/
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Outline 

● LHCb trigger in Runs 1 & 2

● Change in trigger paradigm for Run 3

● High Level Trigger 1

● Alignment & calibration in real-time

● High Level Trigger 2

● Selective persistency



4

Run 1 & 2 trigger

● Hardware trigger: based on muon detectors and calorimeters

Run 2

● Data buffered in between two software trigger stages

● Allows for real-time alignment and calibration

● Offline-quality reconstruction within the trigger

Update alignment & calibration once available
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The MHz signal era

Run 3: Luminosity of 2x1033 cm-2s-1, √s = 14 TeV

General purpose LHC experiments:

● Local characteristic signatures

● Signal rates up to ~100 kHz

LHCb:

● No “simple” local criteria for selection

● Signal rates up to ~MHz 

● Access as much information about the collision as early as possible

● Read out the full detector 

Hardware trigger possible

Hardware trigger not an option
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Trigger only in software

● High Level Trigger 1 (HLT1):

• Full charged particle track reconstruction

• Few inclusive single and two-track selections  

● High Level Trigger 2 (HLT2):

• Aligned and calibrated detector

• Offline-quality track reconstruction

• Particle identification

• Full track fit

Beam-beam crossing
Partial reconstruction

HLT1
Full reconstruction

HLT2Buffer
30 MHz

40 Tbit/s
1 MHz

1-2 Tbit/s

1 MHz

1-2 Tbit/s 80 Gbit/s Storage
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Trigger only in software

● High Level Trigger 1 (HLT1):

• Full charged particle track reconstruction

• Few inclusive single and two-track selections  

● High Level Trigger 2 (HLT2):

• Aligned and calibrated detector

• Offline-quality track reconstruction

• Particle identification

• Full track fit

Comparison to Run II trigger

● 5 x higher pileup

● 30 x higher rate into HLT1

● Disk buffer reduces from O(weeks) → O(days)

● Up to 10 x efficiency improvement for some physics channels

Huge computing challenge

Beam-beam crossing
Partial reconstruction

HLT1
Full reconstruction

HLT2Buffer
30 MHz

40 Tbit/s
1 MHz

1-2 Tbit/s

1 MHz

1-2 Tbit/s 80 Gbit/s Storage



8

By

LHCb HLT1 tasks

y
z

● Decoding binary data

● Pattern recognition

● Match track segments from different sub-

detectors

● Track fitting

● Vertex reconstruction

→ Every task is individually parallelizable

Track reconstruction

Muon identification

Beam-beam crossing
Full reconstruction

HLT2Buffer
30 MHz

40 Tbit/s
1 MHz

1-2 Tbit/s

1 MHz

1-2 Tbit/s 80 Gbit/s StorageHLT1
Partial reconstruction
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HLT1 on GPUs

Proposal in TDR (2014)

 CERN-LHCC-2014-016

Updated strategy

 Comput Softw Big Sci 4, 7 (2020)

30 MHz30 MHz

https://cds.cern.ch/record/1701361?ln=en
https://doi.org/10.1007/s41781-020-00039-7
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HLT1 on GPUs

Proposal in TDR (2014)

 CERN-LHCC-2014-016

Updated strategy

 Comput Softw Big Sci 4, 7 (2020)
Why GPUs?

● Intrinsically parallel problem

● Sizeable code base for HLT1

● LHCb raw event size: 100 kB

Performance

● Process HLT1 @ 30 MHz on less than 

500 state of the art GPUs

● Physics performance superior to TDR

Raw data  

Selection
decisions

30 MHz30 MHz

https://cds.cern.ch/record/1701361?ln=en
https://doi.org/10.1007/s41781-020-00039-7
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HLT1 physics performance

Track reconstruction efficiency for tracks 
originating from B decays Primary vertex reconstruction efficiency Muon identification efficiency

 Comput Softw Big Sci 4, 7 (2020)

https://doi.org/10.1007/s41781-020-00039-7
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Online alignment & calibration

● Efficient and pure selections require 

offline-quality reconstruction at the 

HLT2 level

• Better mass resolution

• Better particle identification

• Less background 

→ use output bandwidth more efficiently

Before alignment After alignment

σ(Υ) = 92 MeV/c2 σ(Υ) = 49 MeV/c2

Without PID With PID
Journal of Physics: Conference Series, 664 (2015)

B0 → π+π-

B0 → Kπ

B0 → 3 bodies

Bs → KK

Bs → Kπ

Λ
b
 → pK

Λb → pπ

m(μ+μ-) [MeV/c2] m(μ+μ-) [MeV/c2]

π+π- invariant mass  (GeV/c2) π+π- invariant mass  (GeV/c2)
 J. High Energ. Phys. 2012, 37 (2012)

Run 1 data Run 1 data

Run 2 data Run 2 data

https://iopscience.iop.org/article/10.1088/1742-6596/664/8/082010
https://doi.org/10.1007/JHEP10(2012)037
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Run 2: Real-time alignment & calibration
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Run 2: Real-time alignment & calibration

Difference between measured and 
expected Cherenkov angle ΔΘ 

a
lig

n
m

e
n

t

 Eur. Phys. J. C 73, 2431 (2013)

2018 data 2017 data

Run 1 data

LHCb-FIGURE-2019-015

https://doi.org/10.1140/epjc/s10052-013-2431-9
https://cds.cern.ch/record/2696033
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Run 2: Real-time alignment & calibration

Difference between measured and 
expected Cherenkov angle ΔΘ 

a
lig

n
m

e
n

t

 Eur. Phys. J. C 73, 2431 (2013)

Same strategy planned for Run 3

2018 data 2017 data

Run 1 data

LHCb-FIGURE-2019-015

https://doi.org/10.1140/epjc/s10052-013-2431-9
https://cds.cern.ch/record/2696033
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HLT2 on CPUs

● Fully aligned & calibrated detector

● Offline quality track fit & particle identification @ 1MHz

● Work ongoing to improve the throughput of HLT2

● Concentrated effort first on HLT1, now shifting towards HLT2

● Reduced bandwidth during the first year of data taking

Breakdown of the HLT2 throughput 
on an Intel Xeon E5-2630 node

LHCb-FIGURE-2020-007

Beam-beam crossing
Partial reconstruction

HLT1 Buffer
30 MHz

40 Tbit/s
1 MHz

1-2 Tbit/s

1 MHz

1-2 Tbit/s 80 Gbit/s StorageHLT2
Full reconstruction

https://cds.cern.ch/record/2715210?ln=en
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Selection efficiencies

LHCb-PUB-2017-006

● Extensive usage of MVA based selections

● Ongoing studies on multivariate selections to select tracks 

generically coming from B and D decays (JINST 14 (2019) P04006)

● O(500) selections will be implemented

● Studies on bandwidth and efficiency for various decay 

channels ongoing

https://cds.cern.ch/record/2244313?ln=en
https://iopscience.iop.org/article/10.1088/1748-0221/14/04/P04006
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Selective persistency

● Trigger bandwidth is crucial, not trigger rate

● Real-time selection occurs with offline quality

● Only store high-level objects reconstructed in real-time

● Reduced event format → reduction of event size

→ higher efficiency for same bandwidth

●  “Turbo stream”

Bandwidth [MB/s] ~ Trigger output rate [kHz] x average event size [kB]

Beam-beam crossing
Partial reconstruction

HLT1
Full reconstruction

HLT2Buffer
30 MHz

40 Tbit/s
1 MHz

1-2 Tbit/s

1 MHz

1-2 Tbit/s Storage80 Gbit/s
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Selective persistency

● Trigger bandwidth is crucial, not trigger rate

● Real-time selection occurs with offline quality

● Only store high-level objects reconstructed in real-time

● Reduced event format → reduction of event size

→ higher efficiency for same bandwidth

●  “Turbo stream”

● High degree of flexibility:

• Only objects used in trigger selection

• Objects used in trigger selection & user-defined 

selection

• All reconstructed objects

● Raw data only stored in calibration stream

Bandwidth [MB/s] ~ Trigger output rate [kHz] x average event size [kB]

JINST 14 (2019) P04006

Beam-beam crossing
Partial reconstruction

HLT1
Full reconstruction

HLT2Buffer
30 MHz

40 Tbit/s
1 MHz

1-2 Tbit/s

1 MHz

1-2 Tbit/s Storage80 Gbit/s

https://iopscience.iop.org/article/10.1088/1748-0221/14/04/P04006
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Summary & Outlook

● MHz signal era leads to a change in trigger paradigm: 

• Reject background → select signal

• Reduce rate → reduce bandwidth

● Read out full detector, do offline quality reconstruction in real time

● Partial reconstruction @ 30 MHz on GPUs

● Full reconstruction @ 1 MHz on CPUs

● Build on successful alignment & calibration in real-time during Run 2

● Store reduced event format, rather than full raw event

Current developments:

● Improve HLT2 computing performance

● Implementation of selections

● Get ready to commission the system

Zoom meeting room for discussion after the session at 16:00 (same password as for this session): 
https://cern.zoom.us/j/5602841283?pwd=a1B6UjhRbmR6c3J0bnNYaSt3djdLUT09
If zoom does not work, we use this vidyo room: https://vidyoportal.cern.ch/join/ngyPSyM9Sw

https://cern.zoom.us/j/5602841283?pwd=a1B6UjhRbmR6c3J0bnNYaSt3djdLUT09
https://vidyoportal.cern.ch/join/ngyPSyM9Sw
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Backup
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LHC schedule

CERN-LHCC-2018-027

https://cds.cern.ch/record/2636441?ln=en
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Why no low level trigger?

Low level trigger on E
T
 from 

the calorimeter

Low level trigger on muon p
T
,

B → K*μμ
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Parallelization of reconstruction tasks

Search for combinations 
of hits in parallel

Store objects (for example hits)
In best suited memory layout

Split problem into
independent tasks

Example: primary vertex 
(PV) reconstruction

z

PV 
candidates
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HLT1 rates & efficiencies

Selection efficiencies, values given in %



26

Evolution of HLT1 on CPUs throughput

LHCb-FIGURE-2020-007

https://cds.cern.ch/record/2715210?ln=en
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Run 2 alignment & calibration
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