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ACCESSING HH 
AT THE HL-LHC
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W H Y  H H ?

Higgs potential: least explored region of SM! 

• EWK physics well understood (so far?) 
• Higgs couplings to EWK bosons observed and 

extensively studied 
• Higgs Yukawa couplings to 3rd generation observed to 

follow SM (bb, tt, ττ) 

But could be the key to unlock BSM physics! 

• Cosmological inflation, EWPT & Baryogenesis, 
Compositeness, 2HDM, etc…  
Strong BSM potential to modify Higgs self coupling λ 

Only directly accessible through HH production!

Knowledge Assumption
Adapted from G. Salam
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A C C E S S I N G  H H  A T  T H E  L H C

Interesting but rare… 

 

 also dictates signal 
kinematics:

σFTApprox
NNLO (SM) = 31.05 fb

κλ = λ/λSM

6 Chapter 1. HH cross section predictions
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Figure 1.1: Diagrams contributing to Higgs pair production: (a) gluon fusion, (b) vector-boson fu-
sion, (c) double Higgs-strahlung and (d) double Higgs bremsstrahlung off top quarks. The trilinear
Higgs coupling contribution is marked in red.

including partial finite top quark mass effects [30]. Very recently, also the third order corrections
have been computed in the heavy top quark limit [31]. The QCD corrections increase the total cross
section by about a factor of two with respect to the LO prediction, and they will be discussed in
more detail in the following section.

Vector-boson fusion. The vector-boson fusion (VBF) qq ! H H qq is the second-largest produc-
tion mechanism, and it is dominated by t-channel W and Z exchange in analogy to single Higgs
production. It involves continuum diagrams originating from two Higgs radiations off the virtual
W or Z bosons, and diagrams in which a single Higgs boson (off-shell) splits into a Higgs pair
(Fig. 1.1b). The QCD corrections are only known in the structure-function approach, i.e. where
only the t-channel W and Z exchange is taken into account and interference effects for external
quarks of the same flavor are neglected. This approximation is valid at the level of a percent similar
to the single Higgs case. Within this approach the QCD corrections to the total cross section are
known up to N3LO [32–34], while the exclusive calculation is available at NNLO [35]. The pertur-
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18 Chapter 1. HH cross section predictions

Figure 1.9: Variation of the NLO K-factor with the trilinear coupling for
p

s = 14 TeV [70].

Figure 1.10: Higgs boson pair invariant mass distributions at 14 TeV for (left) positive small values
of ∑∏ and (right) larger or negative values of ∑∏ [70].

In Figs. 1.10 and 1.11 we show the mH H distribution for various values of ∑∏. The results in
Fig. 1.11 are distributions normalised to the total cross section for the corresponding value of ∑∏.
The ratio plots show the ratio to the Standard Model result. A characteristic dip develops in the mH H

distribution around ∑∏ = 2.4, which is the value of maximal destructive interference between dia-
grams containing the trilinear coupling (triangle-type contributions) and “background" diagrams
(box-type contributions). We provide results for a denser spacing of ∑∏ values around this point.
For ∑∏ < °1 and ∑∏ > 5 the triangle-type contributions dominate increasingly, leading to a shape
where the low-mH H region is more and more enhanced. In the transverse momentum distribution
of one (any) of the Higgs bosons, shown in Fig. 1.12, effects of the destructive interference around
∑∏ = 2.4 are also visible, however they are less pronounced.

Fig. 1.13 shows the Higgs boson pair invariant mass distribution at NLO as a function of ∑∏ as a
3-dimensional heat map, where the dip in the mH H distribution for ∑∏ values close to 2.4 is again
visible.

To summarise, we have presented in this section full NLO QCD results for Higgs boson pair
production for various values of the trilinear Higgs boson coupling. We have provided total cross
sections for 13, 14 and 27 TeV, and differential results at 14 TeV, including scale uncertainties. The
matrix elements have been implemented in the POWHEG-BOX-V2 Monte Carlo framework and the
corresponding generator is publicly available.

A combination of the NLO result with full top quark mass dependence presented in this section
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H H  C U R R E N T  S T A T U S  ( 1 )
Same most sensitive channels in ATLAS and CMS: 

 (4 ), , and   

• Complementary channels:  
4  (high mass region,  GeV), 

 (low mass region,  GeV) 
 (intermediate mass region,  GeV)

HH → bb̄bb̄ b bb̄τ+τ− bb̄γγ

b MHH ⪆ 400

bb̄γγ MHH ⪅ 400

bb̄τ+τ− MHH ≈ 400

162 Chapter 7. LHC results

state. Their combination has allowed the two experiments to set an observed (expected) upper limit
on H H production at 6.9 (10), 22.2 (13) times the SM, for ATLAS and CMS respectively, using data
collected in 2015 and 2016 at 13 TeV [68, 69] .

Search channel Collaboration 95% CL Upper Limit
observed expected

bb̄bb̄
ATLAS 13 21
CMS 75 37

bb̄∞∞
ATLAS 20 26
CMS 24 19

bb̄ø+ø°
ATLAS 12 15
CMS 32 25

bb̄V V § (`∫`∫)
* ATLAS 40 29

CMS 79 89

bb̄W W § (`∫qq)
ATLAS 305 305
CMS – –

W W §∞∞
ATLAS 230 160
CMS – –

W W §W W § ATLAS 160 120
CMS – –

Combined
ATLAS 6.9 10
CMS 22 13

Table 7.1: List of H H searches at the LHC based on the p °p data collected by ATLAS and CMS at
13 TeV and corresponding to about 36 fb°1. Observed and expected upper limits on the SM H H
production cross section are normalised to the SM prediction [19]. The ATLAS search for bb̄V V §

(`∫`∫) is not included in the combination and uses 139fb°1 of integrated luminosity.

The best final state for the non-resonant H H production is bb̄ø+ø° in ATLAS, and bb̄∞∞ in CMS.
The expected upper limit on non-resonant SM H H production cross section for ATLAS decreases
by 71% with respect to the best single channel (bb̄ø+ø°), and for CMS by 68%, with respect to the
best limit provided by the bb̄∞∞ channel. This shows that the combination significantly outperform
single channel performance, as a result of the comparable sensitivity of the H H ! bb̄∞∞, H H !
bb̄ø+ø° and H H ! bb̄bb̄ final states in particular.

The difference between the ATLAS and CMS performances in each channel, is the result of dif-
ferent optimisation of the experimental analysis strategies. ATLAS employs BDT discriminators for
all the analysis categories in the H H ! bb̄ø+ø° search, boosting the sensitivity of this final state
with respect to the analogues CMS search. Likewise CMS uses a sophisticated MVA categorisation
for the bb̄∞∞ search, while the equivalent ATLAS search does not. Future improvements in the anal-
ysis techniques would lead to a further increase of the sensitivity, in addition to the larger integrated
luminosity that will become available. Besides bb̄ø+ø° and bb̄∞∞, in ATLAS also the bb̄bb̄ is one of
the main final state contributing to the combined result, thanks to the good b-tagging performance
and improved b-jet triggers (see Sec. 4.2 and 4.6). Both the ATLAS and CMS experiments have used
the value of 33.53 fb as the H H production cross section predicted by the SM, it has been recently
updated from Ref. [19]. A more recent evaluation recommends a value of 31.05 fb (see Table 1.1),
this was used to derive the HL-LHC projections [30] reported in Chapter 8. For more details on the
theoretical prediction, see Chapter 1. The impact of systematic uncertainties is currently not negli-
gible. ATLAS has evaluated the expected sensitivity to the SM non-resonant production in the ideal
case where no systematic uncertainties are considered and quotes an improvement of about 13%
on the upper limit.

CMS 

strongest

ATLAS 
strongest
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 fb
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140 fb-1  
not in combination

ATLAS and CMS Expected Upper Limits ~10 x SM
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[As summarized in HH White Paper]

For more details, see  
D. Guerrero on Thurs.

https://arxiv.org/abs/1804.06174
https://arxiv.org/abs/1810.11854
https://arxiv.org/abs/1807.04873
https://arxiv.org/abs/1806.00408
https://arxiv.org/abs/1808.00336
https://arxiv.org/abs/1707.02909
https://arxiv.org/abs/1708.04188
https://arxiv.org/abs/1807.08567
https://arxiv.org/abs/1811.11028
https://arxiv.org/abs/1906.02025
https://arxiv.org/abs/1811.09689
https://arxiv.org/abs/1811.04671
https://cds.cern.ch/record/2687051
https://arxiv.org/abs/1910.00012
https://indico.cern.ch/event/856696/contributions/3742200/


R
a

fa
e

l Te
ixe

ira
 d

e
 Lim

a
 [S

LA
C

]

5

H H  C U R R E N T  S T A T U S  ( 2 )

Analyses sensitivities vary strongly with κλ 

• Signal kinematics and thus acceptance are κλ dependent! 

Unfortunately, still not close to SM sensitivity…

7.2. Non-resonant production mode 165

A second approach [111]is derived from the clustering technique, as described in Sec. 2.4, and
requires the production of a large number of samples at the LO at generator level (LHE files). Then,
the following ratio is built:

RH H ¥ æH H

æSM
H H

(7.5)

where the A, B, C coefficients are extracted in slices of mH H and cosµ§H H once for all. These
weights can then be used to reweight H H events for any value of ∑∏. The corresponding cross
section value is then obtained by rescaling the best SM prediction:

æH H =æ
best precision
H H ·RH H , (7.6)

While the first method properly takes into account the best predictions available up to date and
is well suited to test several∑∏ values, it is rather complex to extend to a large number of EFT param-
eters. The second method takes advantage that the relative coefficients are rather independent of
the QCD order, at which the calculations are performed, as already observed in the first method. It
is less precise but one can account once for all in 5D EFT space the 15 parameters that are necessary
to describe it. In the following ATLAS uses the first method while CMS the second.

Any modification to the ∑∏ value would affect both the H H production cross section and decay
kinematics. These effects are fully simulated for each ∑∏ value considered in the scan performed
by the ATLAS and CMS collaborations. Modifications to the Higgs boson decay branching fractions
through one loop electroweak corrections (see Sec. 2.3.2) are not considered in the analyses of the
two collaborations, although they can modify the results up to 10%. Figure 7.2 shows the upper
limit on æ(pp ! H H) for a given value of ∑∏ published by the ATLAS and CMS collaborations.

20− 15− 10− 5− 0 5 10 15 20
λκ

2−10

1−10

1

10
 H

H)
 [p

b]
→

 (p
p 

gg
F

σ

at 95% CL
 intervalλκAllowed 

Obs.               Exp.
                 (Exp. stat.)

 12.0−-5.0 ⎜  12.0−-5.8 
 11.5)−(-5.3 

SM

ATLAS

-127.5 - 36.1 fb
 = 13 TeVs

Exp. 95% CL limits

Obs. 95% CL limits

bbbb

-τ+τbb

γγbb

Comb.

 (exp.)σ1±Comb. 

 (exp.)σ2±Comb. 

Theory prediction

SMλ/HHHλ=λk
20− 15− 10− 5− 0 5 10 15 20

HH
) [

fb
]

→
(p

p
σ

500

1000

1500

2000

2500

3000

3500
CMS  (13 TeV)-135.9 fb

95% CL upper limits
Observed
Median expected
68% expected
95% expected

Theoretical Prediction

SM

Figure 7.2: Expected and observed 95% CL upper limits on the H H production cross section as a
function of ∑∏ for ATLAS (left) and CMS (right) [68, 69]. The SM expectation and its uncertainty are
also reported. All other Higgs boson couplings are set to their SM values.

The shape of the upper limit curve follows the signal acceptance, shown in Fig. 7.3, for the
H H ! bb̄ø+ø° and H H ! bb̄∞∞ case. In the bb̄bb̄ search also the invariant mass of the four b-jets,
which is used to extract the signal, is affected by ∑∏, while The BDT score and the m∞∞ distributions
used to extract the signal in the H H ! bb̄ø+ø° and H H ! bb̄∞∞ analysis respectively, do not show a
∑∏ dependence as strong as in the bb̄bb̄ final state. The dependence of the signal acceptance from
∑∏ is shown in Fig. 7.3. The maximum of the acceptance is obtained for ∑∏ ª 2, where the cross
section is minimum as shown in Fig. 7.2. This ∑∏ value corresponds to the maximum destructive
interference between the box and the triangle diagrams, resulting in a harder mH H spectrum (see
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A second approach [111]is derived from the clustering technique, as described in Sec. 2.4, and
requires the production of a large number of samples at the LO at generator level (LHE files). Then,
the following ratio is built:

RH H ¥ æH H

æSM
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(7.5)

where the A, B, C coefficients are extracted in slices of mH H and cosµ§H H once for all. These
weights can then be used to reweight H H events for any value of ∑∏. The corresponding cross
section value is then obtained by rescaling the best SM prediction:
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best precision
H H ·RH H , (7.6)

While the first method properly takes into account the best predictions available up to date and
is well suited to test several∑∏ values, it is rather complex to extend to a large number of EFT param-
eters. The second method takes advantage that the relative coefficients are rather independent of
the QCD order, at which the calculations are performed, as already observed in the first method. It
is less precise but one can account once for all in 5D EFT space the 15 parameters that are necessary
to describe it. In the following ATLAS uses the first method while CMS the second.

Any modification to the ∑∏ value would affect both the H H production cross section and decay
kinematics. These effects are fully simulated for each ∑∏ value considered in the scan performed
by the ATLAS and CMS collaborations. Modifications to the Higgs boson decay branching fractions
through one loop electroweak corrections (see Sec. 2.3.2) are not considered in the analyses of the
two collaborations, although they can modify the results up to 10%. Figure 7.2 shows the upper
limit on æ(pp ! H H) for a given value of ∑∏ published by the ATLAS and CMS collaborations.
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Figure 7.2: Expected and observed 95% CL upper limits on the H H production cross section as a
function of ∑∏ for ATLAS (left) and CMS (right) [68, 69]. The SM expectation and its uncertainty are
also reported. All other Higgs boson couplings are set to their SM values.

The shape of the upper limit curve follows the signal acceptance, shown in Fig. 7.3, for the
H H ! bb̄ø+ø° and H H ! bb̄∞∞ case. In the bb̄bb̄ search also the invariant mass of the four b-jets,
which is used to extract the signal, is affected by ∑∏, while The BDT score and the m∞∞ distributions
used to extract the signal in the H H ! bb̄ø+ø° and H H ! bb̄∞∞ analysis respectively, do not show a
∑∏ dependence as strong as in the bb̄bb̄ final state. The dependence of the signal acceptance from
∑∏ is shown in Fig. 7.3. The maximum of the acceptance is obtained for ∑∏ ª 2, where the cross
section is minimum as shown in Fig. 7.2. This ∑∏ value corresponds to the maximum destructive
interference between the box and the triangle diagrams, resulting in a harder mH H spectrum (see

−5.0 (−5.8) < κλ < 12.0 (12.0) Observed (Expected) −11.8 (−7.1) < κλ < 18.8 (13.6) Observed (Expected)

[1906.02025] [1811.09689]

Need more data!

For more details, see  
D. Guerrero on Thurs.

https://arxiv.org/abs/1906.02025
https://arxiv.org/abs/1811.09689
https://indico.cern.ch/event/856696/contributions/3742200/
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H I G H - L U M I N O S I T Y  L H C

We’re here!
Current HH results

Current HH results use ~ 1% of expected full HL-LHC dataset!

Being analyzed…

Review of ATLAS HL-LHC Upgrades (LHCP 2020)

Review of CMS HL-LHC Upgrades (LHCP 2020)

https://indico.cern.ch/event/856696/contributions/3722358/
https://indico.cern.ch/event/856696/contributions/3722359/
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H H  @  H L- L H C

~20% larger cross section, but much more difficult 
environment! 

• Higher PU → lower sensitivity to  variations (low 
) 

Need LHC experiments upgrades to cope with 
challenges!
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CMS High PU run, <PU> ~ 200

[1903.08137]

[CDS]

https://arxiv.org/abs/1903.08137
https://cds.cern.ch/record/2231915
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H H  H L- L H C  P R O S P E C T S :  S T R A T E G I E S

How to assess HH sensitivity at HL-LHC? Different strategies! 

• Extrapolating current Run 2 results 
- Assumption: object performance not degraded due to higher PU (detector upgrades), Run 2 detector 

uncertainties 

- Pessimistic: No new analysis strategies from larger dataset; expect better  triggers in HL-LHC;… 
- Optimistic: Multijet/tau trigger performances 

• Devising new analyses/strategies to cope with larger dataset in new conditions 
- Parametrized detector response according to expected HL-LHC upgraded simulation performances, improved 

detector acceptance (e.g., tracker coverage) 
- Pessimistic: Object reconstruction algorithms not highly optimized for HL-LHC, can be better! 
- Optimistic: Significant improvements from ML-based techniques with large datasets (for example)

e/μ
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H H @ H L- L H C :  AT L A S  ( 1 )
 analysis 

• Extrapolated from early Run 2 analysis 
• Multijets (main background) estimated with data 

- Pessimistic background estimation uncertainty 
- Sensitivity vs background uncertainty 

assumptions studied

HH → bb̄bb̄
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Figure 2: Stacked mHH histograms of the tt̄ and multijet backgrounds extrapolated from 24.3 fb�1 (the 2016 dataset)
to 3000 fb�1. The predicted SM non-resonant Higgs-boson-pair production signal is shown as the red line.
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Figure 3: Expected 95% CL upper limit on �HH/�SM

HH
, as a function of the integrated luminosity of the search

between 47 and 3000 fb�1. The red line shows the upper limit when evaluated without systematic uncertainties,
while the green line assumes that the pre-fit systematic uncertainties remain as they were in 2016. The lower panel
shows the ratio between these two limits. The extrapolated sensitivity is shown using a jet pT threshold of 40 GeV.

Figure 4 shows a similar set of plots for the projected significance of the discrepancy from the background-
only hypothesis. The potential benefit of reducing the systematic uncertainties is once again highlighted.
If systematic uncertainties were entirely eliminated, the significance would be 1.4�. The corresponding
probability, p0, to observe the predicted SM HH signal because of fluctuations in the background is

8
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Figure 7: Expected 95% CL upper limit on �HH/�SM

HH
, as a function of the pre-fit background modelling uncer-

tainties, which are each scaled by a common, constant factor relative to the corresponding uncertainty in the Run 2
analysis (i.e. the uncertainties of the analysis of the 2016 dataset correspond to 1 here). The limit achievable assum-
ing that the overall uncertainty scales with luminosity as 1/

p
L is shown by the star point. The limit obtained when

considering only statistical uncertainties is shown as the dashed line. The extrapolated sensitivities are calculated
assuming a jet pT threshold of 40 GeV.

in this case can be quantitatively explained by the background systematic uncertainty being currently
dominated by the statistical precision of the comparison between the two models; so increasing the jet pT
threshold results in a loss of sensitivity from diminishing the precision of that comparison, as well as the
expected hit from reduced signal region yields.
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HH
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four Higgs boson candidate constituent jets. The left plot shows the case where only statistical uncertainties are
considered, while the right plot includes the pre-fit systematic uncertainties as they were in 2016.

12

[ATL-PHYS-PUB-2018-053]

https://cds.cern.ch/record/2652727
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H H @ H L- L H C :  AT L A S  ( 2 )
 analysis 

• New analysis on parametrized performance 
simulation 

• BDT to discriminate [ +multijet+SM single Higgs] 
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Figure 9: Distributions of the BDT score for the ⌧lep⌧had channel in the SLT category (left), ⌧lep⌧had channel in the
LTT category (middle) and ⌧had⌧had channel (right). The background distributions are shown after the fit based on
a background-only Asimov dataset and the signal is scaled to the SM prediction. The hatched bands represent the
combined statistical and systematic uncertainty for the baseline scenario. These uncertainty bands are included in
the plots for completeness but are very small.

In addition to the baseline scenario, an alternative conservative extrapolation is performed. Here, all
systematic uncertainties are set to their Run 2 values unless otherwise stated. Analogously, the statistical
uncertainties on the data-driven fake-⌧had-vis background are also set to their Run 2 value in this case. This
extrapolation is split into two scenarios, one where the Run 2 MC statistical uncertainties are conservatively
adopted and the other where they continue to be neglected. In all scenarios, additional constraints on
the systematic uncertainties coming from the Run 2 fit are not taken into account. In order to show the
ultimate limit of the expected performance, a final extrapolation is performed neglecting all systematic
uncertainties, including the MC statistical uncertainty.

3.3 Systematics and Results

For each extrapolation scenario, a profile-likelihood fit is applied to the BDT score distributions shown
in Figure 9 based on a background-only Asimov dataset. The fit is performed simultaneously in the three
SRs to extract the signal cross-section. All sources of uncertainties are incorporated in the fit as nuisance
parameters, as described in Section 3.2. Table 3 shows the number of events in each event category
(⌧lep⌧had SLT channel, ⌧lep⌧had LTT channel, ⌧had⌧had channel) in the baseline scenario, after applying the
selection criteria described in Section 3.1. The numbers for the background are derived after the fit to the
background-only Asimov dataset. The signal is estimated using a fit to an Asimov dataset with µ = 1.
The numbers are shown first for the entire SR, then for the last two bins of the BDT distribution where the
BDT score is higher and finally only for the bin with the highest BDT score.

Figure 10 presents the upper limits on the HH production cross-section normalised to the SM expectation
as a function of the luminosity. The four extrapolation scenarios described above are shown: the scenario
in which the systematic uncertainties remain the same as for the Run 2 analysis ("current systematic
uncertainties"); the scenario with the current systematic uncertainties but neglected MC statistical un-
certainties ("MC statistical uncertainty neglected"); the baseline scenario for the systematic uncertainties
("baseline"); and the scenario with no systematic uncertainties considered ("no systematic uncertainties").
In the absence of the SM HH signal, the analysis is expected to set a 95% CL upper limit at 0.99 times the
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Figure 17: Distribution of m�� following the BDT response cut. The reducible background processes consist of
cc̄��, j j��, bb̄ j�, cc̄ j�, and bb̄ j j events. Other background processes come from Z (bb̄)��, tt̄ and tt̄�.
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Figure 18: Distribution of mHH for the events passing the BDT selection and the requirement 123 GeV < m�� <
127 GeV. The reducible background processes consist of cc̄��, j j��, bb̄ j�, cc̄ j�, and bb̄ j j events. Other
background processes come from Z (bb̄)��, tt̄ and tt̄�.

QCD scale uncertainty assigned to the ggF production mode where a conservative uncertainty of 100%
is considered, motivated by studies of heavy-flavour production in association with top-quark pairs and
W boson production in association with b-jets [53]. Those theory uncertainties are halved, following the
prescriptions of Ref.[26]. The systematic uncertainties are summarised in Table 12.

For the purpose of this prospect study, a cut-and-count analysis is performed on events within the

30

Continuous and 
resonant (single 
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distributions in 
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Most sensitive 
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H H @ H L- L H C :  C M S  ( 1 )
 analysis 

• Analysis on parametrized detector 
simulation (DEPLHES) 

• Complimentary topologies: 
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4. HH ! bbbb 9
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Figure 1: BDT output distribution for the signal and background processes considered in the
bbbb resolved search.

Highly Lorentz-boosted H ! bb decays are experimentally reconstructed as a single, large area
jet. The particle-flow candidates are clustered using the anti-kT algorithm with a distance pa-
rameter of 0.8 (AK8 jets). Contributions from pileup are mitigated using the pileup-per-particle
(PUPPI) identification algorithm [40]. The vector sum of the clustered particle-flow candidates,
weighted by their PUPPI weights, is assigned as the jet four-momentum. The jet energy is
corrected to compensate for the nonlinear detector response to the energy deposited [41, 42].

The event selection aims to identify two boosted H ! bb decays, each associated with a single
AK8 jet. The two leading-pT AK8 jets in the event, denoted as J1 and J2, are required to have
pT > 300 GeV and lie within |h| < 3.0. The soft-drop [43, 44] jet grooming algorithm is used to
remove soft and collinear components of the jet and retain the two subjets associated with the
showering and hadronization of the two b quarks from the H ! bb decay. The jets J1 and J2
are both required to have a soft-drop mass between 90–140 GeV, consistent with the observed
mass of 125 GeV for the Higgs boson.

To further reduce backgrounds, the N-subjettiness algorithm [45] is used, which can differen-
tiate between a jet containing an N pronged decay from a jet containing a single hard parton.
For a boosted H ! bb jet with a two-pronged structure, the N-subjettiness ratio t21 ⌘ t2/t1
is much smaller than unity, while the background jets have larger values. Consequently, a re-
quirement of t21 < 0.6 is made for both J1 and J2. Both the soft-drop and the t21 requirements
are optimized using S/

p
B as figure of merit.

The soft-drop subjets are b-tagged using the DeepCSV algorithm [46] which uses machine
learning techniques with inputs based on the tracks and displaced vertices associated to the
jets. In this search the jet b tagging probability for light flavoured jets is required to be about
1%, corresponding to a probability of about 49% to correctly identify jets containing a b hadron.
Events are classified as those having exactly three (3b category) or exactly four (4b category)

5. HH ! bbtt 15

(a) (b)

(c) (d)

(e) (f)

Figure 5: Example distributions for some of the features of the signal and background pro-
cesses. Low-level features in the µth final-state:
(a) Transverse mass of the muon (i.e. tµ), as defined in Eq. 2,
(b) Transverse momentum of the th.
Higgs-candidate masses for all final states together:
(c) Htt mass,
(d) Hbb mass.
High-level features for all final-states channels together:
(e) The stransverse mass MT2,
(f) sT (defined as the scalar sum of lepton pT, pT of both b-jets and th, and p

miss
T ).

Distributions are normalized to unit areas for signal and background, separately.

Example distribution of discriminating variable in  
neural network

μτh
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H H @ H L- L H C :  C M S  ( 2 )
 analysis 
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(a) mgg, high mass category
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(b) mjj, high mass category
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(c) mgg, medium mass category
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(d) mjj, medium mass category
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(e) mgg, low mass category
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(f) mjj, low mass category

Figure 7: Expected distribution of events in the photon (left column) and jet (right column) pair
invariant mass. The full circles denote pseudo-data obtained from the expected events yields
for the sum of the signal and background processes for 3000 fb�1. Only the most sensitive high
purity category is shown.

24

[50, 100] GeV (Z1) and [12, 60] GeV (Z2), respectively. At least one lepton is required to have
pT > 20 GeV and a second is required to have pT > 10 GeV. The four leptons invariant mass,
m4`, is requested to be in the range [120, 130] GeV.

At least two (but not more than three) identified b jets, reconstructed with the anti-kT algorithm
inside a cone of radius R = 0.4, are required; a b tag Medium working point is assumed. Their
invariant mass, corrected assuming an improvement of 20% on the resolution on the mbb peak,
as expected for HL-LHC thanks to a proper b jet energy regression, is required to be in the
range [90, 150] GeV. The angular distance between the two b jets has to be 0.5 < DRbb < 2.3;
furthermore, the missing transverse energy of the event must be smaller than 150 GeV, and a
selection on the angular distance between the two reconstructed Higgs is set to DRHH � 2.0.

8.2 Results

The invariant mass spectrum of the four leptons after the full event selection is shown in Figure
8. Considering the channels investigated, we expect to select 1 HH event for a total background
yield of 6.8 in the inclusive bb4` (` = e, µ) final state.
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Figure 8: Invariant mass distribution of the four leptons selected at the end of the analysis for
the bb4` final state.

The combined upper limit at the 95% CL on the HH cross section corresponds to 6.6 times
the SM prediction, with a corresponding significance of 0.37s. The impact of the systematic
uncertainties on the analysis is found to be almost negligible. The most sensitive channel is
bb4µ, but a sizeable contribution to the sensitivity also comes from the bb2e2µ and bb4e final
states.

9 Decay channel combination and results

The results obtained in the five decay channels described above are combined statistically as-
suming the SM branching fractions for HH decays to the final states studied. The analyses

M4ℓ  [GeV]

bb̄ZZ(4ℓ)

7. HH ! bbgg 19
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Figure 6: The output of the NN after the selections, evaluated in the e+e� (top left) , µ+µ� (top
right), e±µ⌥ (bottom) channels.

Photons satisfying the loose working point, corresponding to an efficiency of about 90% for a
photon with pT > 30 GeV and a jet misidentification rate of about 3%, are selected. The two
photons with the highest pT that satisfy such requirements are considered and used to build
the H ! gg candidate, and the kinematic selections reported in Table 4 are applied. While
the acceptance of photons in the upgraded detector extends up to h = 3, the pseudorapidity is
limited to 2.5 in order to increase the signal to background ratio. For events selected in the most
sensitive categories, as described below, the signal photons are more central than background
ones. An additional selection in h is applied to exclude the transition region from the barrel
electromagnetic to the endcap calorimeters.

The H ! bb candidate is built from jets that satisfy the kinematic selection reported in Table 4.
As discussed above, the |h| < 2.5 requirement is applied in order to increase the signal to back-
ground ratio. The angular distance DRgj between the jets and the selected photons is required
to be larger than 0.4. In case more than two jets satisfy the kinematic requirements described

[CMS-PAS-FTR-18-019]
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Statistical-only Statistical + Systematic
ATLAS CMS ATLAS CMS

H H ! bb̄bb̄ 1.4 1.2 0.61 0.95
H H ! bb̄ø+ø° 2.5 1.6 2.1 1.4
H H ! bb̄∞∞ 2.1 1.8 2.0 1.8
H H ! bb̄V V § - 0.59 - 0.56
H H ! bb̄Z Z (4`) - 0.37 - 0.37
Combination 3.5 2.8 3.0 2.6

4.5 4.0

Table 8.2: Significance in standard deviations of the individual channels as well as their combina-
tion, under the assumption of a SM rate for H H production [176].

• For the øh reconstruction performance, ATLAS has extrapolated from Run 2 performance,
while CMS parameterised the efficiency and the fake rate for the HL-LHC scenario, resulting
in a worse sensitivity in the fully hadronic decay channel.

8.2.1 Results

The sensitivity of all channels studied for HL-LHC is shown in Table 8.2. From the table is evi-
dent that the bb̄∞∞ and bb̄ø+ø° decay channels provide the best sensitivity, followed by bb̄bb̄. The
bb̄W W § and bb̄Z Z§ analyses although limited by the small branching fraction, provide additional
sensitivity when combined with the other channels. Results from the analyses of different decay
channels have been statistically combined within each collaboration. Systematic uncertainties as-
sociated to common backgrounds and the H H signal were taken into account as correlated nui-
sance parameters across the corresponding decay channels. The uncertainties associated to the
same physics objects, such as the to the b-tag efficiency, were also correlated.

Considering only statistical uncertainties, the combined significance of the ATLAS (CMS) anal-
ysis was found to be 3.5æ (2.8æ) for the SM H H production rate. This is reported in Table 8.2, where
the individual values for each channel are also shown.

The combined sensitivity to the self-coupling modifier parameter ∑∏ is assessed by generating
an Asimov dataset containing the background plus SM signal. The individual contributions to the
scan of the likelihood as a function of ∑∏, for each decay mode, are shown in Fig. 8.1-right. The
structure of the likelihood function, characterised by two local minima, is a result of the quadratic
dependence of the total cross section on ∑∏, while the relative height of the two minima depends
on the analysis acceptance as a function of ∑∏ and the relative sensitivity to differential mH H infor-
mation. Considering only statistical uncertainties, ∑∏ is constrained at 95% confidence level (CL) to
°0.4 ∑ ∑∏ ∑ 7.3 and °0.18 ∑ ∑∏ ∑ 3.6 for ATLAS and CMS, respectively.

A simple statistical combination of ATLAS and CMS analyses was also performed, by treating all
channels as uncorrelated contributions. This is a reasonable assumption, despite the theory and
the luminosity uncertainties being expected to be correlated between the experiments, since their
impact is negligible on the individual results. A combined significance of 4æ can be achieved, when
all systematic uncertainties are included, reaching 4.5æ neglecting all of them.

The combined likelihood scan as a function of ∑∏ is reported in Fig. 8.1-left. The 95% (68%) CL
intervals is 0.1 ∑ ∑∏ ∑ 2.3 (0.5 ∑ ∑∏ ∑ 1.5). The hypothesis corresponding to the absence of self-
coupling (∑∏ =0) would be excluded at the 95% CL in these projections for HL-LHC. The lower limit
on ∑∏ is slightly higher for CMS thanks to the contribution of the H H ! bb̄bb̄, H H ! bb̄V V § and
H H ! bb̄Z Z (4`), while the upper limit is similar.

Roughly ~3σ sensitivity 
from each experiment! 

Simple ATLAS+CMS 
combination:  

~4σ sensitivity to SM HH

•  ( ) most sensitive channel in ATLAS (CMS) 
• CMS  channels with subleading contribution

bb̄τ+τ− bb̄γγ
bb̄VV

Combination performed in the 
context of 1902.00134

[CMS-PAS-FTR-18-019]
[ATL-PHYS-PUB-2018-053]

SM HH Signal 
Significances

https://arxiv.org/abs/1902.00134
https://cds.cern.ch/record/2652549
https://cds.cern.ch/record/2652727
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R E S U LT S :   S E N S I T I V I T Yκλ

  and  leading combination sensitivity:             bb̄τ+τ− bb̄γγ 0.1 ≤ κλ ≤ 2.3 @ 95 % CL

188 Chapter 8. Higgs self-coupling at HL-LHC
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Figure 8.1: Minimum negative-log-likelihood as a function of ∑∏. Left: The ATLAS, CMS and com-
bined results. Right: Results are shown by decays channels for ATLAS and CMS separately [176].
Since the H H ! bb̄V V § and H H ! bb̄Z Z (4`) channels are exploited only by the CMS experiment,
the likelihoods for those two channels are scaled to 6000fb°1 in the combination.

The expected measured values of ∑∏ for the different channels, as well as the combined mea-
surement, are shown in the first box of Fig. 8.3.

8.3 Single Higgs measurements

As discussed in Secs. 2.3.2 and 7.6, a complementary strategy to extract information on the trilin-
ear coupling is through precise measurements of single Higgs production, decays and kinematic
distributions.

In particular differential cross section measurements as a function of the Higgs boson transverse
momentum, p H

T , are used to extract an indirect constraint on the Higgs boson self-coupling, as they
allow to disentangle the effects of modified Higgs boson self-coupling values from other effects such
as the presence of anomalous Higgs couplings to the top quark. The kinematic dependence of these
deviations are determined by reweighting signal events, on an event by event basis, using the tool
described in Ref. [553], similarly to the procedure adopted in Sec. 7.6 for the LHC results. The CMS
experiment has performed the first HL-LHC analysis of this kind, for the t t̄ H production mode
followed by the decay H ! ∞∞ [135], exploiting both hadronic and leptonic t t̄ decay modes.

The left panel of Fig.8.2 shows the expected t t̄ H and t H differential cross sections times branch-
ing ratio, for the fiducial phase space defined in [135], in bins of p H

T , which derives ∑∏. dependent
corrections to the tree level cross sections as a function of the kinematic properties of the event. As-
suming 3 ab°1 of HL-LHC data, uncertainties at the level of 20–40% in the differential cross sections
are expected.

The profile log-likelihood scan as a function of ∑∏ is shown in the right panel of Fig. 8.2. For
simplicity, in the scan, all other Higgs boson couplings are assumed to have their SM values. In
particular the Higgs coupling to top quarks is set to its SM value, ∑t = 1. A constraint of °4.1 ∑ ∑∏ ∑
14.1 can be derived at 95% CL. Slightly more stringent results can be obtained considering only the
statistical uncertainty.

The obtained bounds are much weaker compared to the direct measurement using double

Combination performed in the 
context of 1902.00134

 degeneracy  
(lower acceptance vs 
higher cross section) 
mitigated by CMS 

 exploiting  
shape!

κλ

bb̄γγ MHH

https://arxiv.org/abs/1902.00134
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C O M M O N  C H A L L E N G E S :  T R I G G E R S

HL-LHC trigger and DAQ performance extremely important for HH sensitivity! 

• “Nominal" results assume Run 2-like triggers (optimistic), but performance studied for different scenarios 
for channels with higher trigger dependencies (  and )bb̄bb̄ bb̄τ+τ−

4. HH ! bbbb 11

in the context of EFT models are derived for the boosted search.

Using the resolved bbbb search strategy, upper limits are computed at 95% CL given the pro-
jected signal and background distributions shown in Fig. 1. Considering the systematic uncer-
tainties discussed above, an upper limit of 2.1 times the SM prediction is expected, correspond-
ing to a local significance of the expected HH signal of 0.95s. If only statistical uncertainties are
taken into account, the expected upper limit is 1.6 times the SM prediction and the significance
is 1.2s.

Challenges towards achieving these sensitivities at the HL-LHC will be the capability to de-
velop efficient triggers for the bbbb signal, and to precisely model the multijet background.

Triggering on multi jet signatures will be particularly challenging at the HL-LHC and, despite
the upgrades at the L1 trigger and HLT systems, thresholds might be significantly higher than
currently achieved in Run II collisions. A study of the change in the search sensitivity as a
function of the minimal jet pT threshold is reported in Fig. 3. The study is realised by increasing
the jet pT value applied at preselection and studying the resulting changes in the sensitivity
with respect to the nominal pT threshold of 45 GeV discussed above. It has been verified that the
loss of sensitivity does not arise from a reduced discrimination power of the BDT discriminant
because of changes in the kinematic properties induced by the higher thresholds. Instead, the
reduced sensitivity is a direct consequence of the reduced acceptance to HH ! bbbb events,
and an efficient trigger with low pT thresholds will be crucial at the HL-LHC.

Changes in the SM HH significance as a function of the uncertainty on the high S/B bins for
the QCD multijet background are also shown in Fig. 3.
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Figure 3: Loss of sensitivity of the HH ! bbbb resolved search as a function of the minimal jet
pT threshold (left) and as a function of the uncertainty assumed on high S/B bins for the QCD
multijet background (right). In each curve, only the quantity shown on the horizontal axis
is varied while the other are kept fixed to the nominal values assumed. The “loss” quantity
plotted on the ordinate is defined 1 � Z/Z

0, where Z denotes the significance of the HH signal
in the hypothesis considered and Z

0 the significance for the cases of a 45 GeV pT threshold (left)
and of no uncertainty considered (right).

Using the event yields and distributions shown in Fig. 2 for the boosted search strategy, we
calculate the 95% confidence level (CL) upper limits on the nonresonant HH productions in the
SM and for other combinations of BSM couplings using the shape benchmark signals 1–12, as
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Figure 15: Expected 95% CL upper limit on �HH/�SM

HH
, as a function of the minimum pT thresholds for the leading

and sub-leading ⌧had-vis. Systematic uncertainties are not taken into account and the results are shown for two
di�erent BDT classifiers, the nominal BDT classifier in the left plot and the BDT classifier trained on the � = 20
signal in the right plot.

bb̄⌧+⌧� sub-channel. However, thanks to upgrades of several trigger systems, the expected performance
of ⌧had-vis triggers at the HL-LHC [30] should allow the analysis to maintain o�ine pT thresholds of
40 (30) GeV on the leading (sub-leading) ⌧had-vis, with the additional advantage of no longer needing to
require the presence of an additional jet at Level 1.

The impact of increasing the leading and sub-leading ⌧had-vis pT thresholds has been studied by repeating
the analysis for several variations of the minimum ⌧had-vis pT requirements, as illustrated in Figure 15. The
requirement that DTT events contain an additional jet with o�ine pT > 80 GeV (as described in Section
3.1 and Ref. [24]) has to be maintained as otherwise the extrapolation of the estimated background would
not be valid. The expected 95% CL upper limit on the SM Higgs-boson-pair production cross-section was
extrapolated to 14 TeV and 3000 fb�1, for each of the considered trigger scenarios, using the procedure
previously described, without considering the impact of systematic uncertainties, as shown on the left
plot of Figure 15. The sensitivity to the Higgs boson self-coupling is a�ected more by raising the pT
thresholds, compared to the overall SM Higgs-boson-pair production process. For this reason the study is
repeated with a BDT classifier trained to be sensitive to the Higgs boson self-coupling production mode,
as was used to perform the � scan. The results are shown on the right plot of Figure 15.

In a pessimistic scenario where the leading and sub-leading minimum ⌧had-vis pT thresholds are required
to be 70 and 60 GeV respectively (and the additional jet requirement is maintained), the upper limit on the
HH cross-section degrades by about 30% compared to the result obtained with the Run 2 thresholds. In
the case where the BDT is trained on the � = 20 sample, this e�ect is even more pronounced and the limit
degrades by about 60% compared to the Run 2 thresholds. It is important to note that the requirement of
an additional jet with pT > 80 GeV to a large extent masks the e�ect of raising the leading ⌧had-vis pT, and
the degradation is expected to be even larger when comparing triggers that do not include the additional
jet requirement.

23

[ATL-PHYS-PUB-2018-053][CMS-PAS-FTR-18-019]
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C O M M O N  C H A L L E N G E S :  T H E O R Y  &  M C

MC statistical precision have strong impact 
on channels such as  

• Nominal extrapolated results decouple MC 
statistics, but impact quantified 

ATLAS+CMS also assume theory 
uncertainties to be reduced by x2 
(calculations improvements) 

• Important for constraining single Higgs 
backgrounds, particularly for  

- Potentially improve single Higgs with constraints 
directly from data

bb̄τ+τ−

bb̄γγ
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]-1Integrated luminosity [fb
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MC statistical uncertainty neglected
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No systematic uncertainties

σ1

σ2
ATLAS Preliminary
Projection from Run 2 data

-
τ

+
τb b→ = 14 TeV, HHs

Figure 11: Expected significance, p0, of the discrepancy from the background-only hypothesis when the predicted
SM HH signal is injected, as a function of the integrated luminosity of the search between 36.1 and 3000 fb�1, for
each extrapolation scenario with the ⌧lep⌧had and ⌧had⌧had channels combined.

Yukawa coupling is set to its SM value, while the e�ective Higgs boson self-coupling is changed by
applying � as a scale factor.

Samples for three di�erent values of � (� = 0, 1 and 20) are produced at the generator-level using the LO
version of M�������5_aMC@NLO [46] with the same setup as described in Section 2.3. Samples for
any other � value of interest are emulated by a linear combination of these three samples. Furthermore,
following the procedure described in Section 2.3, the binned ratios of mHH distributions for any given
� value to the SM case (� = 1) are computed at LO and then applied to the fully simulated SM NLO
sample to reweight it to di�erent � values, taking into account the SM NLO QCD and the finite top-quark
mass corrections and assuming them to be independent of �.

The Run 2 results are extrapolated in order to estimate the sensitivity of the analysis to the Higgs boson
self-coupling strength at the HL-LHC. Only the two most sensitive event categories are used for the
extrapolation: the SLT category in the ⌧lep⌧had channel and the ⌧had⌧had channel. The default BDT trained
with the SM HH signal with � = 1 is replaced by another BDT trained with the BSM HH signal
generated with � = 20. The new BDT training increases the sensitivity of the analysis to the softer mHH

spectrum and provides a similar performance as BDTs trained specifically for each � value. The signal
acceptance times e�ciency varies significantly as a function of mHH as shown in Figure 12. The analysis
sensitivity is driven by the high mHH region with a low background contamination. Therefore there is no
significant gain from targeting a specific (� dependent) mHH distribution.

The 95% CL expected upper limits on the HH production cross-section as a function of � are shown
in Figure 13. The limits become significantly weaker for values of � that correspond to a softer mHH
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Expected sensitivity  
to SM HH signal
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B E Y O N D  T R E E - L E V E L

Combining differential Higgs+HH measurements helps constrain  

• Especially useful when HH self-coupling measurement becomes sensitive to other Higgs couplings 
(profile them in single Higgs analyses)

κλ

Fig. 79: Examples of NLO contribution of the Higgs self-coupling to single Higgs observables. Top:
Contribution to the Higgs self-coupling, which generates a global correction to all amplitudes. Bottom:
Examples of diagrams contributing to the ggF (left) and tt̄H (right) production modes.

respectively. Assuming on-shell production, the product µi ⇥µf therefore corresponds to the rate for the
i ! H ! f process normalised to the corresponding SM prediction.

The quantities µi and µf that enter the definition of µf
i in (53) can be expressed as

µi = 1 + ���3
(i) , µf

= 1 + �BR�3
(f) , (54)

where ���3
(i) and �BR�3

(f) are the deviations induced by an anomalous trilinear Higgs self interaction
to the production cross sections and branching ratios, respectively. This definition can be straightfor-
wardly extended to the differential level and one has µf

i = µi = µf
= 1 in the SM.

In single-Higgs production, the trilinear Higgs self interactions start to enter only at the one-loop
level in the case of VBF, WH , ZH , tt̄H , tHj production, while in the case of ggF production and the
decays H ! gg, �� one has to calculate two-loop EW corrections. The appearance of the quadrilinear
Higgs self coupling in single-Higgs processes is further delayed by one loop order.

For the strategy discussed here, the anomalous trilinear Higgs self interactions can be equivalently
parametrised either via an anomalous trilinear coupling

�3 ⌘ 3�
SM
3 (55)

where �SM
3 = m2

H/(2v2
) with v = (

p
2GF )

�1/2
' 246 GeV the EW vacuum expectation value, or via

the corresponding dimension-six operator

O6 = �
�SM

3 c6

v2 |�|
6 , (56)

with � denoting the usual SM Higgs doublet. In the normalisation adopted in (56), the simple relation

3 = 1 + c6 , (57)

is obtained and allows to translate constraints on the coupling modifier 3 into bounds on the Wilson
coefficient c6 and vice versa.

In the presence of modified trilinear Higgs self interactions, all single-Higgs production and de-
cay channels receive two types of contributions [365, 366], as shown in Fig 79: firstly, a process and
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Fig. 81: Results of the two-dimensional likelihood scan in �-vs-µH , where µH allows all Higgs boson
production modes to scale relative to the SM prediction. The 68% and 95% confidence level contours
are shown by the solid and dashed lines respectively. The SM expectation is shown by the black cross.
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Fig. 82: �2 analysis of the Higgs self-coupling �� using single- and double-Higgs processes for the
HL-LHC at 13 TeV and 3 ab�1. The widths of the lines correspond to the differences between the sce-
narios S1 and S2. Left: Comparison of the constraints obtained using inclusive single-Higgs processes
(orange), with the ones using differential observables (blue). Dashed is an exclusive fit while solid is the
result of a global fit. Right: Comparison of the constraints from differential single Higgs (blue), with
those from differential double-Higgs data (dashed red) and its combination (pink).

tions (parametrised by one coefficient, �cz , if custodial symmetry is unbroken), and three coefficients
(czz, cz⇤, cz�) parametrising interactions of the Higgs with the electroweak bosons that have non-SM
tensor structures. Note that two combinations of the last three parameters are constrained by di-boson
data, showing an interesting interplay between the gauge and the Higgs sectors. A global fit on the
Higgs self-coupling, parametrised by �� (which is zero in the SM) using only inclusive single Higgs
observables, and taking into account the additional 9 EFT deviations described above, suffers from a flat
direction. To lift it, it is necessary to include data from differential measurements of those processes,
since the single-Higgs deformations and �� tend to affect the distributions in complementary ways.

As input for the uncertainties we consider the S1 and S2 scenarios, corresponding to the projected
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Higgs measurements sensitive to 

self-coupling through loops

Combination performed in the 
context of 1902.00134

https://arxiv.org/abs/1902.00134
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C O N C L U S I O N S
HH production is key to understand the Standard Model 

• Still inaccessible with current LHC dataset. 

HL-LHC experiments should be ideal tools for HH process 

• Current prospects: ~4σ sensitivity to SM,  (ATLAS+CMS) 
- Need to ensure HL-LHC detector performances are optimal enough for this result 

• ATLAS and CMS HL-LHC trigger systems need to be optimized to ensure discovery! 

- Low energy events are particularly important for constraining , but very challenging to trigger under PU 200 

Extra: 

• Indirect constraints  (single Higgs measurements) will be important, particularly with 3000 fb-1 

• VBF HH can also help unlocking HH physics (e.g., HHVV coupling, ) and will be particularly benefited by 
HL-LHC upgrades (VBF tagging, PU suppression) - no prospects so far, first ATLAS Run 2 dedicated 
analyses out!

0.1 ≤ κλ ≤ 2.3 @ 95 % CL

κλ

κλ

c2V

“Coffee break” discussion after parallel sessions 
(16:15-16:30): 

 https://stanford.zoom.us/j/98997054638 
(same pwd as current session)

https://arxiv.org/abs/2001.05178
https://arxiv.org/abs/2001.05178
https://stanford.zoom.us/j/98997054638
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S U M M A R Y  O F  H L- L H C  U N C E R TA I N T I E S

Summary of the systematic 
uncertainties used to extrapolate the 
results at the HL-LHC by ATLAS and CMS 

• Kinematic dependencies and the 
operating points are taken into account 
when applicable  

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/
HLHELHCCommonSystematics 

8.2. Double Higgs boson production measurements 185

Source Uncertainties
Luminosity 1-1.5%

Muon efficiency (ID, iso) 0.1-0.4%
Electron Efficiency (ID, iso) 0.5%

Tau efficiency (ID, trigger, iso) 5% (if dominant 2.5%)
Photon efficiency (ID, trigger, iso) 2%

Jet Energy Scale 1-2.%
Jet Energy Resolution 1-3%

b-jet tagging efficiency 1%
c-jet tagging efficiency 2%

light jet mis-tag rate 5% (at 10% mis-tag rate)

Table 8.1: Summary of the systematic uncertainties used to extrapolate the results at the HL-LHC
by ATLAS and CMS. These are representative values. The dependence for example of pT and ¥ and
the operating points, if applicable, need to be taken into account [550].

ATLAS projections Studies by the ATLAS collaboration were made by extrapolating the recent re-
sults obtained at

p
s = 13 TeV with Run 2 data with approximately 24.3 fb°1 and 36 fb°1 of integrated

luminosity for the bb̄bb̄ and the bb̄ø+ø° analyses respectively. While the challenging data-taking
conditions at HL-LHC could worsen the b-tagging efficiency, the new inner tracker detector as well
as novel reconstruction techniques could provide a sizeable improvement. It was estimated that
the upgrades of the inner tracker [539] would lead to an 8% improvement in b-tagging efficiency.

For the bb̄bb̄ decay channel, the dominant systematic uncertainty is associated to the mod-
elling of the multi-jet background, using control regions in data, which is left unchanged with re-
spect to the published results. The high number of pileup events at the HL-LHC poses challenges
in maintaining high acceptance when triggering on multi-jet final states. The sensitivity has been
studied as a function of the minimum online jet pT requirement, and the minimum jet pT used in
the offline analysis is set by the four-jet trigger threshold. An increase of the jet pT threshold to 75
GeV would degrade the sensitivity by 50% relative to the 40 GeV offline threshold of the correspond-
ing Run 2 result used for this extrapolation [427]. The ATLAS results for the bb̄ø+ø° (µøh ,eøh and
øhøh , based on the Run 2 data, currently set the world’s strongest limit by a single channel. The
Run 2 BDT distributions, used to separate the signal from the background processes, are scaled to
the integrated luminosity of 3000 fb°1, taking into account the change of cross section with the in-
creased centre of mass energy. In the Run 2 analysis one of the dominant systematic uncertainty is
due to the limited statistics of the simulated samples used to estimate background processes and it
is neglected in these extrapolations.

The analysis of the bb̄∞∞ channel is based on truth level particles convoluted with the detector
resolution, efficiencies and fake rates, as derived from fully simulated samples using the upgraded
ATLAS detector layout and assuming a pileup of 200 collisions per bunch crossing. The event se-
lection makes use of a multivariate analysis with a BDT exploiting the full kinematic information
of the event [535]. The systematic uncertainties follow the prescriptions summarised in Table 8.1.
Their effect is very small since this channel will still be dominated by statistical uncertainties at the
end of the HL-LHC operations.

CMS projections The CMS estimates of the sensitivity to H H production were derived using a
parametric simulation based on the DELPHES [522] software2, which provides a model of the CMS

2The parameterisation is based on the results obtained with a full simulation of the CMS detector and dedicated
reconstruction algorithms.

Assuming b-tagging systematic 
uncertainties reducing by 2x

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/HLHELHCCommonSystematics
https://twiki.cern.ch/twiki/bin/view/LHCPhysics/HLHELHCCommonSystematics

