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HEP Data Analysis

As a reminder: How we operate today was informed by decades of development.
Most of the things that we do have a very good reason for being as they are...

The goal is “simple™:
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What Does a Physicist Want?

e To be able to go from ideas to results as quickly as possible
o It should be possible to see the effects of “non-fundamental” changes to an analysis in O(15 min)
m If it takes hours (or even more) to get updated histograms after some minor change, the
analysis will suffer
e To be able to express ideas in as easily understandable of a form as possible
o Most physicists are not interested in computer science, it must be possible for them to reason about
the collected/simulated data in a way that is as close to physics as possible
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What Do “Software/IT People”™ Want?

e To fit into their allocated budget... (&
o  We have finite storage and computing resources available. The physics goals must be met while
fitting into these.
e Thisis best served by:

o Having a well defined data analysis model
o Having the data processing code be as bug-free as possible
o l.e. “reasonably” limiting what people can do...

USER CALLS WITH AN ISSUE | PROBLEM TECHNICIANS | ELIMINATE THE ROOTCAUSE |




ATLAS'’s (Current) Analysis
Model



Data Organisation in ATLAS

Event: One full readout of the detector. May contain information from multiple p-p interactions and
bunch crossings.

_____ I Luminosity block: Unit of (near) constant instantaneous luminosity. O(1) minute of data taking,
O(100k) events.

:H:“:“:“] _____ |: Run: Continuous period of ATLAS data taking. Usually corresponds to an LHC fill. O(1k)
luminosity blocks. Never resets. The run+event number uniquely identifies all ATLAS events.

----- Sub-period: Group of runs taken with very similar conditions. O(10) runs.

----- Period: Group of sub-periods taken with similar conditions. O(10) sub-periods.

----- LHC run: Long periods of data taking between LHC long shutdowns.




We do what all other large HEP

experiments do
o Process the data in multiple steps,
handling MC simulations in the “same
way” as real data after the detector
simulation

With all steps producing specific
file types, designed to efficiently
hold that particular kind of

information
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The ATLAS Analysis Model

e Analysers are provided files/datasets with
a single Event Data Model (EDM)

o The same EDM can be used to create many
Derivati . . . .
framewonk e different file formats with different amounts of
(Athena) o . . ' .
| information, object and event selections

e |tis up to each analysis to apply the
following during the processing of the

Athena-based analysis

ROOT-based analysis
~PB

Athena-based analysis ~GB
CP) * o -_&991_ (D)xAOD datasets
N\ > . . .
ROOT-based analysis o Final 4-momentum calibrations;
o Efficiency corrections;
Reconstruction o  Systematic variations to the previous values.

(Athena)

e Most analyses write a custom small ntuple
with the results of these operations



ATLAS Derivations

Skimming

Thinning

" <VAR1>
<VAR2>
<VAR3>
<VAR4>
<VAR5>

Slimming

<VAR6>
<VAR7>
<VAR8>
<VAR9>
<VAR10>

<VAR1>

<VARS5>

<VAR7>
<VARS8>

Skimming:
removal of whole
events based on

pre-set criteria

Thinning:
removal of whole
objects within
events based on
pre-set criteria

Slimming:
removal of
variables within
objects uniformly
across events

Performs all types of data reduction operations possible, while potentially applying
fixes to the data not possible to do during analysis

10



ATLAS Analysis Software Releases

PO - e As mentioned earlier, physicists need

o Analysis Releases

b:ﬁ\ Anatysis releases are sofware eleases specifcal aimed at nalysis s Below s the ey nformation about avaiable analyas releases, as wellas a glossary of useful commands. to p e rfo rm non _trl Vv I a | ca I I b ratl ons as
part of their analysis

21.2.101 (built on 2019-12-05)

“ H ” H
« 285477 extending track smearing recommendation to 2018 data period (Analysis (8Recommendation ) o The anaIySIS releases prOVIde common
» 2853217 Do not run PRW for PHYSLITE (Analysis SUSYTools) H
« 285237 fivt variables for MVA added to EXOTS (Derivation) code for doing so

» 284887 21.2 DAOD PHYSLITE MET Patches (Analysis Derivation JetEtmiss Reconstruction)
« 283347 Add a refactored MissingMassCalculator (Analysis Tau)

e Built out of the same
o | https://qitlab.cern.ch/atlas/athena
Native installers for Linux/MacOS . ) .
If you are running Linux or MacOS, you can use native installers to install one or more versions of AnalysisBase: re pOS Ito ry aS a | I Ofﬂ I n e/trl g g e r COd e Of

« http://cern.ch/akraszna/AtlasAnalysisReleaselnstallerc? (Linux)

« http://cern.ch/akraszna/AtlasAnalysisReleaselnstaller.dmg (macOS) AT LAS

These make it very simple, as they have a relatively up-to-date list of releases from which you can choose. The code

o Butdistributed in multiple additional ways
on top of the “usual” installations on
ATLAS Standalone Analysis Release ~ #* / Cvme /atlaS . Ce]fn . Ch for

et 4 o o docker push atlas/analysisbase:tagname S LC 6/Ce n tO S 7

© atlas/analysisbase Docker commands T

To push a new tag to this repository,
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https://gitlab.cern.ch/atlas/athena
https://hub.docker.com/repository/docker/atlas/analysisbase

Analysis Software (Repositories)

© atlas-phys-susy-wg > (= RPVIL > @ stopll-xaod > Details

. H H top1l-xaod v v
e As said earlier, the first step of most QY e ] (o I (Ve
i3 No license. All rights reserved -o- 3,403 Commits ¥ 9 Branches & 27 Tags [ 1.6 GB Files

analyses produces a custom (ROOT swsscoserresos s
ntuple) file format using the analysis

master stop1l-xaod + v History Q Find file = Web IDE & v

re I e a S e Merge branch 'cherry-pick-DataCl' into 'master' -

Javier Montejo Berlingen authored 1 month agc

() 84867013 @

o These codes became a lot better since we
started using Git, CMake, Docker, and a T
number of modern development tools Build Pabgs Run

e Later steps of the analyses, operating . = @ b, (0 © o =
on the custom ntuples, are usually a Driimi (8 8 i @

bit less organised o
o More on that later...

est_submit_dum... ©

@ test_submit_local  ©
@ test_submit_local.. ©




CERN Analysis Preservation BE™

e Analysis preservation is a big topic since a
while
o  We need to do a better job with archiving how
all our analyses were performed, so future
generations would not have to re-learn
reana everything from scratch
e The policy in ATLAS at the moment is to
o Save a “runnable” version of the code
mana operating directly on DxAOD files
m  And of all the code coming after
Reproducible research data analysis platform o Save O(1 TB) of ntuples per analysis, on
which the final plotting was done

e The goal is to make REANA/RECAST a

PUBLISHED IN COLLABORATION SHARED WITH YOU

All analyses published on CAP by members of your Draft analyses that your collaborators have given you

collaboration. read/write access to.

Flexible Scalable Reusable Free
SUCCessS
Run many computational Support for remote compute Containerise once, reuse Free Software. MIT licence.
workflow engines. clouds. elsewhere. Cloud-native. Made with @ at CERN. 1o Note that th IS IS an ATLAS+C MS pl"OjeCt by

e R
§ v & S &) now... 3

kubernetes



http://reanahub.io
https://recast-docs.web.cern.ch
https://analysispreservation.cern.ch
http://reanahub.io

Machine Learning (in Analysis)

Keras: The Python Deep Learning library

o  To separate different kinds of events/objects/etc. .

e Butis being used for regression tasks vouhave | iohtweight Trained Neural Network

more and more —
TensorFlow, C build passing coverlty passed DOI 10.5281/zenod0.597221

o Forinstance to estimate energy correction values  genzabletos
]

Is a quite active field of course
e Used mainly for classification tasks
currently

from a number of input variables What is this?
e Training is always happening outside of IR SR
experimental frameworks O NN X
o  Even with TMVA this was always the case, and
with Python based tools it didn’t change R U NTIME

e Experimental-software-wise the challenge

is implementing inference
. . . . . ONNX Runtime is a performance-focused complete scoring engine for Open Neural Network Exchange (ONNX) models,
O US| ng the M L |IbI'aI’IeS d | I’eCﬂy |S Often nOt the beSt with an open extensible architecture to continually address the latest developments in Al and Deep Learning. ONNX

Runtime stays up to date with the ONNX standard and supports all operators from the ONNX v1.2+ spec with both forwards
approaCh and backwards compatibility. Please refer to this page for ONNX opset compatibility details. 1 4

succeeded | # MacOS CPU ‘succeeded



https://keras.io/
https://github.com/lwtnn/lwtnn
https://github.com/microsoft/onnxruntime

LHC Run-3 and Beyond
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ComputingandSoftwarePublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ComputingandSoftwarePublicResults

DAOD PHYS

Has a very similar goal as CMS’s mini-AOD
o Provide a single data format that could cover the vast majority of analyses
m  With a <50 kB/event size
o  Will (hopefully) allow us to reduce the number of DAOD types from the current O(100) to O(40)
m Alarge number of technical formats will still need to remain
Fundamentally the same kind of file as all of our current DAODs
o But will only contain the variables absolutely necessary to perform all user level calibration tasks
(with some very few additions)
m This is where our EDM shines! We can keep using the same EDM while dropping variables.
The EDM can also tell us which variables are used by a set of analysis tools.
Will not require a major change in analyses
o They will be expected to use DAOD_PHYS datasets in the same way as the current physics DAODs

Will be our main workhorse for Run-3

17



DAOD_PHYSLITE

Has a similar goal to CMS’s nano-AOD

o O(10 kB)/event
o But still using the xAOD EDM!
m Holding “nominally” calibrated objects instead of the “uncalibrated” ones shipped with

DAOD_PHYS
Users will still need to use tools provided by the analysis releases to get the

systematic variations on the pre-calibrated objects
o So the analysis releases will still play a big role
o But these tools are much lighter weight than the ones applying nominal calibrations, it will be
possible to perform analyses in more ways than it is now
We will provide DAOD_PHYSLITE datasets already during Run-3
o  We have to figure out how to use them efficiently, as they will have to become our main way of
physics analysis for Run-4

18



Declarative Analysis

e You probably heard about Directional
Acyclic Graphs (DAGs) recently...

o This is one of the new buzzwords...
o There is a growing trend in HEP to try to T e e
express all the analyses that we do in R | © 0000

Since XAOD objects are unfortunately not directly "plotiable” (at least in ROOT 6.16/00), we need to extract the variable that we want to plot, into a simple

DAGs - =
e One of the easiest to use examples of S
this is ROOT::RDataFrame U,

o  Will probably make more and more use of By
such tools as we go forward S

3 @ B A % (N B C W coe

CMS Meeting Notebook Example

ElectronsPt

ElectronsPt

e But do exercise a bit of skepticism! : o

M
10000f— Std Dev_ 20380

o People are now trying to re-invent the *

exact same “analysis language” that we :
used with PAW...

A L
700

e b Lo s b n Lo by
100 200 300 400 500 600

Electronsl|


https://root.cern/doc/master/classROOT_1_1RDataFrame.html
http://cern.ch/paw/

Analysis Centres

ALICE is currently evaluating the usage of dedicated “analysis centres” for Run-3

o All physics analyses would be done in a small number of dedicated sites
o One idea is to use these with a Ul similar to SWAN

m Though | can’timagine how they would survive without providing a classical batch system on
these centres as well (=

This is certainly gaining some traction in HSF

o “Closely controlled” analysis centres would make it easier to make use of heterogeneous hardware
for physics analysis

ALICE claims an amazing O(PB)/hour analysis speed in their R&D on specialised
setups

o  Will have to see how they can build an analysis model around this concept that will be compatible
with how physicists develop code, and with analysis preservation in general
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Computing is quite a bit more
complicated these days than it used to
be... ®

All the LHC experiments are trying to
figure out how to best make use of
new types of hardware (GPUs,
FPGAs, etc.) for data processing

| do believe that how well we manage
to figure this out, will make a big
impact on how we analyse data on the
Run-4 timescale
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Analysis at a Smaller Scale



The “X17 Experiment”

e Don’t want to go into any real detail
about the experiment itself, just want
to highlight a few computational
details

e The size of this is many-many orders
of magnitude smaller than those of

the LHC experiments _ ””’//////[//,,m
o Even much smaller than the planned .
FASER Experiment )

o 0O(50) parameters read out for one “event” — R

e |Its data processing uses many tools
developed for much larger
experiments though

h,

23


http://cern.ch/faser

Statistical Analysis (for X17)

e Apart from writing the DAQ software

for the experiment, | wrote the code
B —_ performing the statistical interpretation
Fey Addedama:roforcrea!ingﬂthepoplo!. Q@ cessassr @ for it

Attila Krasznahorkay j )

Pipeline jobs 4

o Using many of the same coding skills that |

e learned / developed for ATLAS
rossasonpaisnpe | e The C++/Python code used for the
fitting / significance estimation lives in
gitlab.cern.ch

o The repository’s Cl tests both the build of
the code, and that it can successfully run
on older distributions already analysed by it
(histogram inputs are kept on EOS)

Events / ( 0.85 degrees x 0.07 MeV )
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https://gitlab.cern.ch

Summary

e The way we analyse data at the LHC is once again changing
o What we did in Run-1 and 2 were the right thing to do. But now that we understand our detectors
better, we need to do something else.
e The computing landscape around us is changing
o Many smaller / simpler computing cores are becoming the norm. Our code has to adapt, as it
currently performs very poorly on these systems.
e Machine learning can definitely help us along this road, but is not a silver bullet

o For now just continue using it for the “classical” classification and regression applications, until
somebody comes up with something better.
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