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The great migration west
Decommissioning the Wigner Data Centre

Oliver Keeble on behalf of the EOS team
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The mission 
●Repatriate all data and most capacity before the end
 of 2019
● 12 months
● 68PB of data, 90PB of capacity

●Maintain availability of the service and data
●Respect the pledges

● We guarantee a certain capacity to the LHC experiments
●Nodes would be shipped back here (“Meyrin”) in batches

● Then added back to the system



Wigner 6

Capacity by EOS instance
Instance Wigner Used Meyrin Free Difference

Alice 12.4PB 10.8PB -1.7PB

Atlas 22.1PB 10.0PB -12.2PB

Backup 5.7PB 6.8PB +1.1PB

CMS 11.4PB 11.1PB -0.2PB

Genome 62.1TB 66.6TB +4.5TB

LHCb 5.1PB 5.2PB +0.1PB

PPS 2.2TB 108.5TB +100TB

Public 11.5PB 2.4PB -9.0PB

22/01/2019 Wigner 6

Procurements : +20PB +50PB (servers) + 10PB (bare disk)  
Wigner repatriation : +40PB (tbc…)
513 retirement. : -8 PB
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The tools

eos node config fst.cern.ch:1095 
configstatus=drain
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Considerations
● We operate double replica, 

so a WAN transfer should 
often be avoidable

● Geo scheduling policies
● Avoid draining back to 

Wigner
● Block writing to Wigner

● but… what about the pledge?

● Free space per group
● One EOS instance is 192 small 

EOS instances

● Assignment of new capacity
● Large machines (up to 2.3PB, 

192 fs)
● One fs (==sched group) per 

machine
● Not much room for manoeuvre
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513 == Meyrin
9918 == Wigner
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Barrel scraping
● Many instances have accumulated a lot of history

● Have seen a lot of EOS releases
● Have suffered a bug or two
● Data has been moved around

● Draining reveals the residue of all these issues
● Have to be fixed to complete the drain



Wigner draining - EOS Workshop 2020 12

Classifying issues
● Always left with some files that 
didn't drain. Why??
● How many replicas?
● Which checksums are there?
● How big is the file? zero?
● Size on disk? On MGM?

● These were individually fixed by 
the ops team
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Did it work?
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Benefits to the project
● Central draining now battle-tested
● Introduction of proactive replica consistency checking

● → “Data durability” talk this afternoon

● Improved operational procedures
● Group balancing and conversion engine

● → Talk this afternoon

● Plus – now we have everything in one datacentre
● → Erasure Coding possible, “Alice O2” talk (and maybe others)
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“So long Wigner, and thanks for all the disks”
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Extras
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eosbackup.cern.ch
● Desperate measures for a special case
● Small files, limited by metadata overheads
● On one occasion, we ran out of time...
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