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Tier-1 Operations Summary

HTCondor-CE Deployment and Commissioning

~ 3,600

~12M ALICE Jobs Done (1yr)

1.156PB/2PB

3.781PB

Total wall clock hours for ALICE jobs (1yr)

KISTI = 3.4%

ALICE::KISTI_GSDC::TAPE

ALICE::KISTI_GSDC::SE2

No more RAW data in 2019

~77% on Average

Total CPU time = 23.07M hours 
Total Wall time = 30.82M hours 
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ALICE::KISTI_GSDC::EOS

0.942PB/1.5PB

~ 3,800

KISTI_GSDC

KISTI_GSDC_HTC

http://alimonitor.cern.ch?3008

~ 3% Contribution to Total(T0+T1+T2+AF) ALICE Computing

aliprod 
alidaq 
alitrain 

...

http://alimonitor.cern.ch?3008


Pledges 

2017 2018 2019 2020 2021

CPU (cores) 3,800 3,800 3,800 3,800 4,500

DISK (TB) 1,500 1,500 3,500 4,000 5,000

TAPE (TB) 3,000 3,000 3,000 5,500 5,500 0
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10% Contribution to ALICE Tier-1 Computing Requirements



Seeking an alternative to  
tape-based custodial storage

Sang Un Ahn1, Latchezar Betev2, Eric Bonfillou2, Heejune Han1, Jeongheon Kim1, Seung Hee Lee1, Bernd Panzer-Steindel2, Andreas Joachim Peters2, Heejun Yoon1 

1KISTI, Daejeon, South Korea 
2CERN, Geneva, Switzerland

Oral-529Track 4: Data Organisation, Management and Access 

24th International Conference on Computing in High Energy and Nuclear Physics 
4 - 8 November 2019 

Adelaide Convention Centre 
Adelaide, Australia
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ATAS Project
• Motivation:  

- Reduction operational costs of Tape-based custodial storage and risks of tape market, the monopoly of 
IBM & Japanese cartridge manufacturers (Sony/Fujifilm)  

- In accordance with the recent WLCG R&D activities and CERN EOS storage development - CERN 
abandoning 2 replica policy; Erasure-coding (software RAID) implementation 

- Hyper-converged infrastructure with cheap commodity hardware - JBOD (Just-Bunch-Of-Disks)  

• CERN-KISTI R&D Collaboration:  

- Experts meetings @ KISTI & CERN focusing on design of disk-based custodial storage within a budget 
constraint ~ 1M USD 

‣ Market search (JBOD), Limitation study in the combination of SAS HBA and PCIe 3.0, Optimization on 
between data protection and usable capacity
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Initial System Design
• 10 EOS front-end node, each hosts 2 EOS FSTs, each EOS FST serves 1 JBOD box  

- EOS EC (M, K) = (14, 4) to balance between usable space (77.7% of physical capacity) and data security 

- Data loss probability ~ 0.000000005% (acceptable for ALICE) 

• Each front-end node equipped with 2 SAS HBA cards (2 ports for each) 

- 1 HBA = 1 JBOD, SAS multi-path configuration to be tested for HA

M = data node 
K = parity node
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• (x2) EOS FSTs based on Docker container 
• EOS decides where to store data fragments across FST nodes 

randomly (no fixed scheme)

EOS RAIN6 (14,4)
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Specifications 
• x10 2U x86 servers   

- x2 40G NICs, x2(x4) 12G SAS HBA cards 
• x2 40G network switches 
• Even number of JBOD boxes filled up to 18PB

Deployment Setup
• This is a setup similar in all aspects to the CERN EOS 

current/future deployment

ATAS Storage 
18PB (RAW) 

14PB (Usable)

Direct Connection  
(no separate storage networks)
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Performance Test Results

• Confirmed the upper cap of read/write 
performance ~ 6GB/s (intrinsic limit by PCIe 3.0)  

• Power consumption shown ~ 1.75W/TB, not 
uncomfortably higher than Tape (0.5W/TB) 

- High-end Enterprise Class Storage 5 ~ 9W/TB
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International Relations





Asia Tier Center Forum
• Started in 2015 led by KISTI, focusing on Asian-wise issues: 

enhancing network connectivities among regional sites  

- Great success on establishing LHCONE network in the region 

- The fifth event held at TIFR in Mumbai, India - Visit atcforum.org 

• Emerging agenda: distributed storage spanning the region 

- WLCG Tier becomes blurred; network-driven disruptive 
paradigm change - Nucleus-Satellite model, storage 
consolidation, caching => WLCG DOMA 

- Flat budget scenario, harder to deliver what the LHC 
experiments require for RUN3, RUN4 and beyond 

‣ Innovation on the site operations and management are key 
to reduce the costs and the consolidated efforts are needed

15

http://atcforum.org


KISTI-SUT Distributed Storage
• Motivation:  

- Pursuing the technology evolution in WLCG and answer 
to the questions e.g. what the benefit of storage 
consolidation to Asian sites, how we could realise the 
cost reduction  

• The working model: NeIC (NDGF), CloudStor (AARNet) 

• Technology: EOS, Docker, Ansible, LHCONE 

• Pilot deployment done in August 2019 

- 3-day workshop @ SUT in Nakhon Ratchasima, Thailand 

- Training program in parallel for students: EOS 
deployment based on Docker container using Ansible 
playbook
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 Topology

• EOS @ KISTI 

- MGM (Master/Slave) 

- QuarkDB cluster (3 nodes) 

- 3 FSTs (30TB HDD NAS) 

• EOS @ SUT 

- 3 FSTs (9TB SSD NAS) 

• EOS Instance Name = testatcf

KISTI

SUT

3,500km 
~ 95ms

HK

SG

30TB

9TB

TEIN & KREONet peered 
in HK at 100Gbps

ThaiREN reaches HK at 2Gbps; 
SG at 1Gbps

MGM

QDB

QDB

QDB
MGM

FST FSTFST

FST FSTFST

MGM

# tracepath 202.28.43.139
 1?: [LOCALHOST]                                         pmtu 1500
 1:  134.75.125.2                                          2.272ms
 1:  134.75.125.2                                          8.729ms
 2:  203.250.102.1                                         3.696ms
 3:  134.75.105.161                                        0.431ms
 4:  134.75.205.194                                        0.397ms
 5:  134.75.203.245                                        0.669ms
 6:  134.75.203.241                                        0.976ms
 7:  134.75.203.18                                        39.954ms
 8:  202.179.241.205                                      44.706ms
 9:  202.179.241.210                                      91.354ms
10:  pyt-to-02-bdr-pyt-link-1.uni.net.th                  91.229ms
11:  100.64.253.13                                        96.071ms asymm 14
12:  202.28.208.254                                       94.953ms asymm 16
13:  202.28.43.139                                        95.587ms reached
     Resume: pmtu 1500 hops 13 back 17

Tracepath: KISTI ➝ SUT

EOS GeoTag  
"kisti::gsdc::d10"  
"sut::bnct::a209"
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Plan
• Operations:  

- VM environment migrating to Hyper-converged Infrastructure (oVirt 4.3) 

‣ A software-defined infrastructure virtualizing all conventional hardware systems 

- Upgrade to CentOS 7 or 8 (if applicable) for all Grid services and Batch clusters 

• ATAS Project: 

- EOS Workshop @ CERN in Feb - Presenting ATAS status and KISTI-SUT DS 

- LBL (ALICE T2) interested in implementing ATAS design, collaboration meeting scheduled in Feb 

- Targeting in production before the start of RUN3 in 2021 

• ATCF: 

- ATCF6 venue and schedule (TBD) 

- Re-deployment of distributed storage hardening HA on EOS management, Network tuning, New site - University of Tokyo (ICEPP, ATLAS T2)

Hyper-converged Infrastructure
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Summary

• Flawless KISTI Tier-1 operations for ALICE experiment  

• Continuous resource growth to meet the ALICE computing requirement for 
LHC RUN3, RUN4 and beyond 

• Substantial on-going international projects and collaboration pursuing 
technology evolution in accordance with WLCG R&D activities
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Q & A


