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UKRI Data Infrastructure Roadmap
White Paper led by Jeremy Yates + RC experts 

UKRI urgently needs to restore the foundations upon which such 
exploitation of data can happen. [..] put in place the physical 

compute and storage capacity needed to host and exploit the data 
across UKRI. Without this all other discussions are moot. 

19 Key Recommendations covering: Research Data 
Infrastructure: Research Data Exploitation and sharing; 
International Collaboration and Leadership; People and skills

Near term priorities for 2020-2022: 
Maintaining and operating both existing and imminently deployed 

infrastructures; Transformation to new capabilities, Establishing 
coordination activities at the UKRI, RDI and International level 
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The UKRI Data Infrastructure 
Roadmap White Paper is currently in 

an (advanced) draft format: some 
aspects may still be revised

UKRI investment of £200M-£300M per annum is necessary to deliver this 
transformation and the required level of infrastructure and services. 



Gaia
1 Trillion 

observations 
reached on

14 April 2018 … 
and counting …

2 Billion sources / 
1 Billion 

images/day/ 5 
million spectra/day 
/ main database 

1PB

Gaia DR2: with 
larger to come

Gaia: an example 
Big Data Challenge



Gaia Data Processing
a pan European effort: ~450 specialists from 24 countries 
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Significant UK involvement: 
Lead Photometric processing and Flux alerts
Contribute to pre-processing, RVS, archive, beta testing

Significant UK 
involvement: 
Cambridge Data 
Processing Centre
10500 CPUs, 55TB 
RAM, 2.3PB disk 
operated at West 
Cambridge Data 
Centre

use of UK IRIS computational infrastructure

Typical modern big data science



Gaia Data Processing
a pan European effort: ~450 specialists from 24 countries 
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Lead Photometric processing and Flux alerts
Contribute to pre-processing, RVS, archive, beta testing

Significant UK 
involvement: 
Cambridge Data 
Processing Centre
10500 CPUs, 55TB 
RAM, 2.3PB disk

use of UK IRIS computational infrastructure

A good example of a research 
and innovation infrastructure 
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Executive summary
This report provides an assessment of the future research and innovation 
infrastructure landscape. It identifies potential opportunities to create a step-change 
in the next-generation of infrastructure capability and options for resulting investment 
and is intended to guide decision-making and identification of priorities to 2030.

Research	and	Development	(R&D)	has	a	central	
role	to	play	in	driving	economic	growth.	It	is	
core	to	the	successful	delivery	of	the	four	Grand	
Challenges	identified	in	the	Industrial	Strategy,	
which	aim	to	put	the	UK	at	the	forefront	of	
tackling global seismic transitions and grow 
the	industries	of	the	future.	The	ability	to	
develop	new	ideas	and	deploy	them	is	one	of	
the	UK’s	greatest	strengths.	Today	the	UK	is	
globally	recognised	as	a	leader	in	research	and	
innovation,	having	the	most	productive	science	
base	in	the	G7	based	on	field-weighted	citations	
impact1	and	research	papers	produced	per	unit	

Figure	1.	The	Industrial	Strategy	sets	the	ambition	for	the	UK	to	be	the	world’s	most	innovative	economy.	
Research	and	innovation	infrastructures	contribute	across	the	strategy	and	to	each	of	the	Grand	Challenges.

of	R&D	expenditure2. Every £1 spent on public 
R&D	unlocks	£1.40	of	private	R&D	investment3,	
together	delivering	£7	of	net-economic	benefit	 
to	the	UK4.

We	are	highly	successful	in	translating	
knowledge	into	real-world	societal,	economic	
and	international	benefit	–	estimates	
suggest	that	more	than	half	of	the	UK’s	
future	productivity	growth	will	be	driven	by	
the	application	of	new	ideas,	research	and	
technology	to	create	new	processes,	products	
and services5.
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UKRI: The UK’s research and 
innovation infrastructure: 
opportunities to grow our 

capability 



The Vision for a UKRI Research Data 
Infrastructure and Services ecosystem 

Create a thriving, strategically coordinated, 
and federated UKRI Research Data 

Infrastructure (RDI) ecosystem, which will be 
an essential cross-cutting theme of the UKRI 

Research Infrastructure Roadmap. 
Components of the RDI ecosystem from 

particular research disciplines will be 
interoperable. Only in this way will the 
benefits and impacts of UK’s rich data 
resources will be maximised, and the 

effectiveness of funding will be assured 
through appropriate coordination, 

consolidation and co-location. 
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The Research Data Life Cycle in terms of Policy 
Requirements and Outcomes. 



Science User Data Access and Analysis
Astronomy Deployment Example with IRIS@Cambridge
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Science User Data Access and Analysis
Astronomy Deployment Example with IRIS@Cambridge
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Science user interface provides access 

to code, data, visualisation, sharing



Easy user 
access to 
scalable 

underlying 
resources.

Algorithms at 
the data at the 

servers
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Each bar is a process running in a core
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Dynamic user access to entire VISTA pixel & 
catalogue data set / direct user access to the 

processing pipeline outputs 
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Tightly coupled 
access to Gaia data

Dynamic user access to entire VISTA pixel & 
catalogue data set / direct user access to the 

processing pipeline outputs 
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Commonality of approach. Large medical imaging 
data analysis pipelines deployed at CASU based on 

astronomy (VISTA/ Gaia) system

Effectively exploiting common standards, 
common infrastructure, common analysis: 

Example: Astronomy to Medical



Research Data 
Infrastructure (RDI) 

Investment is urgently needed now, in the 
period 2020-22, to put the UK on a world 

class footing in respect of physical 
infrastructure and software infrastructure, 

reversing the significant gap that has 
arisen over the last few years. 

Each Sector should refine and update its 
RDI requirements, in terms of its own 

Research Data Life Cycle, such that data 
are supported at each stage in the life cycle 

and can be readily analysed, discovered, 
combined, reused and repurposed. 
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Research Data 
Exploitation and sharing 

International Collaboration 
and Leadership 

People and Skills 

Coordination structures are needed 
commensurate with the fact that the creation 
and use of Resources for research data are 
increasingly an international activity, with 

major subject-specific repositories having a 
global reach. 

Investment is needed in people needed 
to create, engineer and apply the 

advanced computing techniques to the 
data to extract knowledge and innovate.

People: jobs & career path



Research Use Case: Square Kilometer Array
white paper informed by examples e.g. from STFC/UKRI domain
The SKA project is an international effort to build the world’s largest radio telescope in order 
to image huge areas of the sky on a scale and with a level of sensitivity no survey telescope 
has ever achieved before. To enable the science fully, there are major data and data 
infrastructure issues to be addressed:
• ~1 PB/day into the science archive à significant data volumes
• Archive: search ability on the individual data products/ meta-data + curation 
• User authentication & authorisation must be enforced à data rights
• Multiple secondary data products derived from the primary data à storage implications 
• Analysis of data products àlarge number of astrophysical sources
• Range of analysis algorithms run on the data à compute needs 
• Individual SKA image data products are so large (250TB on average) à move the 

algorithms to the data
• Interoperability of SKA data with other astronomy data
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Functional Requirements for Federated RDIs
Physical & Stewardship Infrastructures 
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Research Data 
Infrastructure 

All elements 
related, lots of 
“moving parts”

Focus of the RDI White PaperPhysical Infrastructure: Storage/ Compute/ 
Networks/ Software
Stewardship Infrastructure: People and Skills/ 
Metadata, Data Curation, and Data Integration



The Data Infrastructure Roadmap
timely investment and action needed now

2019: Establishing the UKRI 
RDI - Governance, Co-
Ordination and Review 
2020-2022: Maintaining the 
Competitiveness of the UKRI 
RDI 
2020-2022: Transforming the 
UKRI RDI 
2022-27: Maintaining 
Competitiveness and adding 
new Capability to the UKRI 
RDI
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● Monitor the progress, costs and benefits of our international engagement, learn and share 
lessons, and revise the national strategy accordingly. 

  
Recommendation. A national coordination body be set up to co-ordinate the UK’s international RDI 
activities. articulate the national interest, steer UK involvement in international RDI initiatives, ensure 
that involvement is well-informed (for example about good practice in implementing FAIR), monitor 
its outcomes and keep UK strategic stakeholders informed. 

The Roadmap 
The Data Infrastructure Roadmap for the period 2019-2027 is summarised in Table 3 below. 
Individual numbering of the elements of the roadmap ({1}, {2}, etc.) is referenced in the text of this 
section. Indicative costs for this roadmap are given in the next section. 

Table 3. The Roadmap Activity in terms of RDI Function and Associated Activity 

RDI 
Function Roadmap Activity 

Physical 
Infrastructure: 

Hardware 

Review 
{1) 

Transformation 
{2) Continued incorporation of new capabilities {3} 

Emergency Investments to 
maintain competitiveness 

{4} 
Investments to maintain competitiveness (5} 

Physical 
Infrastructure: 

Software 

Review 
{6} 

Transformation 
{7} Continued incorporation of new capabilities {8} 

Emergency Investments to 
maintain competitiveness 

{9} 
Investments to maintain competitiveness {10} 

Stewardship 
Infrastructure: 
Data Curation 

and Data 
Management 

Review 
{11} 

Transformation 
{12} Continued incorporation of new capabilities {13} 

Emergency Investments to 
maintain competitiveness 

{14} 
Investments to maintain competitiveness {15} 

Co-ordination 
of the UKRI 

data 
infrastructure 

UKRI eInfrastructure governance {16} 

Co-ordination of the Data Management and Curation activities {17} 

Co-ordination of International Activities {18} 
 

Start of: 2019 2020 2021 2022 2023 2024 2025 2026 2027 

 

 

The Roadmap consists of 4 parallel areas. These are the Physical Infrastructure: Hardware, the 
Physical Infrastructure: Software, the Stewardship Infrastructure (Data Curation and Management), 
and the coordination of the Data Infrastructure.  

 



The Data Infrastructure Roadmap
Recommendations for Action: pre-requisites 

Physical and Stewardship Infrastructure Dependencies 
• common approach to Authentication, Authorisation and resource 

Accounting Infrastructure (AAAI) à AAAI White Paper
• common policy framework supporting the federation of services 

and resources; 
• end-to-end networking capability àNetworking White Paper
• Collaboration tools enabling delegated management of user 

communities (e.g. VREs)
• Integrated approach to data anytime/anywhere 
• Use of clouds / commercial or non-commercial
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8.3 Future requirements  
and opportunities
Consultation	over	the	course	of	the	programme	
suggests	the	need	for	an	ambitious	plan	for	
the	development	of	the	UK’s	e-infrastructure,	
in	recognition	of	the	certain growth in future 
demand	and	the	importance	of	e-infrastructure	
in	increasing	the	value	and	efficiency	of	
other	research	and	innovation	infrastructure.	
Alongside	this	growth	in	demand,	the	diversity	
of	users	from	academia	and	industry	is	also	
increasing	which	means	the	requirement	for	
flexibility, diversity and heterogeneity	in	the	
system is critical. 

Investment	in	the	UK’s	e-infrastructure	
ecosystem	needs	to	be	strategic,	coherent	
and	long	term.	Given	that	major	refreshes	in	
computational	infrastructure	are	needed	on	
a	regular	cycle	of	three	to	five	years,	effective	
planning will require a sustained multi-year 
investment	in	the	overall	ecosystem.	This	would	
support	a	more	strategic	approach	across	the	
ecosystem	as	a	whole,	enhancing	our	ability	
to	rapidly	adopt	evolving	technologies	and	to	
respond	to	changing	demands.	Longer-term	
planning,	combined	with	technology	horizon	
scanning,	will	ensure	the	UK	is	well	placed	to	
take	advantage	of	new	technologies.	

Longer-term	planning	is	essential	in	the	
development	of	a	coherent	e-infrastructure	

ecosystem	that	provides	capability	at	local,	
regional	and	national	levels.	It	is	also	necessary	
for	the	optimal	provision	of	sufficient	capacity	
to meet emerging demand and to deliver 
services	in	an	integrated	way.	For	example,	
developing	a	national	exascale	facility	by	the	
middle	of	the	next	decade	will	require	a	number	
of	intermediate	steps	in	terms	of	hardware	
provision.

The	effective	operation	of	any	e-infrastructure	
ecosystem	is	also	dependent	on	the	availability	
of	the	right	skills	and	talent	in	universities,	
research	institutes	and	business	(Chapter	11).	
In	this	sector,	support	for	research software 
engineers and research data professionals is 
particularly critical. 

In	producing	this	report	there	has	been	a	
great	deal	of	progress	in	mapping	the	future	
e-infrastructure	requirements	of	the	UK’s	
research	and	innovation	communities.	The	
table	below	summarises	the	main	themes	for	
the	future	of	the	UK’s	e-infrastructure,	which	
will	form	the	basis	for	the	development	of	a	
detailed	longer-term	strategy.	As	described	
in	Chapter	2,	these	are	at	different	stages	of	
development.	Some	areas	need	further	work	
to	better	understand	the	requirement,	strategic	
importance,	support	within	the	community	and	
ability	to	be	delivered,	whilst	others	are	more	
developed and could be implemented sooner.

Figure	18.	Computational	and	e-infrastructure	themes	overview.
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Actions for establishing, transforming and 
sustaining the UKRI RDI Federation 

Initial Actions 
A1. Deploy new Compute and Storage capacity in annual cycles
A2. Set up the Coordination Structures for UKRI e-Infrastructure
A3. Review of current capabilities and requirements
Transformation Activities 
A4. Facilities/Large Projects data stewardship & science tools development/ maintenance
A5. Data integration and metadata tool development  / A6. API and standards
A7. Investigate use of Commercial Cloud / A8. Ensure training activities drive FAIR take-up
A9. JISC capability for data research storage and re-use for data based in HEIs. 
A10. Fellowships in data science
A11. AAAI, Networking and Security development 
Sustained Investment in Hardware, Software & People
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Recommendations: The 
actions for maintaining and 
transforming the UKRI be 

executed on the suggested 
timescales with investments of 

£200-300M p.a.*
beginning in 2020. 

* UKRI Annual 
budget 18/19 

~£7.5B à
£250M ~3%

FAIR: Findable, Accessible, Interoperable and Re-usable
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Data, Data, Data
+

Data Infrastructure
=

Discovery
(and return on 
investment in 

hardware!)

Credit: D. Nidever (NASA)


