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CMS Data Quality Monitoring (DQM)

The Data Quality Monitoring (DQM) is a subgroup of the Physics Performance & 
Dataset (PPD) organization. The primary goal of the group is to provide the 
following services to the CMS collaboration:

1. Online Data Quality Monitoring: The goal is to spot problems in the CMS 
detector while it is running

2. Offline Data Quality Monitoring and Data Certification (DC): The goal is to 
determine which data can be used for data analysis

3. The DQM framework and DQM GUI are also used for release validation. The 
goal is to test specific software releases and validate that they produce correct 
results
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DQM produces monitor elements (MEs)

Monitor elements (MEs) are the bread and 
butter of the CMS DQM

ME usually is 1D or 2D distribution of an 
observable from a CMS subdetector (eg.: 
occupancy maps, efficiencies or physics 
distributions)

All DQM MEs are accumulated per run* but 
some are also available per lumisection*. Up 
to LS 2 we had no means to conveniently 
work with per lumisection plots
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* Lumisection is 23s of datataking (atomic, constant unit)
* Run is an arbitrary number of lumisections

SAMPLE ME



Offline 
reco

The DQM system within CMS

● An overall schema of CMS 
data processing

● Parts in grey are DQM tools 
and services

● CMS has a centralised DQM 
system for all subdetectors
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Goldet JSON - certified data used for physics analysis
RelVal - Release Validation samples



Offline 
reco

DQM within the CMS event processing framework (CMSSW)

● Central DQM code that 
provides a framework to 
analyze events and produce 
MEs (histograms)

● White components above 
represent reconstruction

● Monitoring code that uses the 
DQM framework is developed 
and maintained by the 
subsystems
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Offline 
reco

DQM within the CMS event processing framework CMSSW (Online)

● Running on dedicated 
machines on site of the 
experiment (P5)

● We get 1/10 data from HLT, the 
rest is sent to process Offline

● Each client (subsystem) runs 
on its own process which 
adds flexibility

● Snapshots of histograms are 
sent to the DQM GUIs over 
the DQMNet network protocol 
(more on that later) 6



Offline 
reco

DQM within the CMS event processing framework CMSSW (Offline)

● DQM code running as part of 
the full CMS data processing 
in dedicated computing sites

● Or as part of simulations or 
release validation process

● Data is processed on 1000s of 
machines and on 1000s of 
CPUs in parallel

● We recently modernised and 
cleaned up the DQM 
framework for readability and 
maintainability 7



Offline 
reco

The DQM GUI

● Receives ROOT files 
containing MEs, stores them 
and provides access to each 
ME via web interface

● Online DQM GUI also accepts 
snapshots of each ME of the 
ongoing run to provide live 
overview of the detector

● Provides APIs* for other 
systems to interact with the 
DQM data

8* API - application programming interface



The new DQM GUI (currently being developed)
1. Has never been used in data taking yet, 

in the final stage of development 
currently

2. Significantly reduces the complexity of 
the code

3. Makes sure that raw ROOT files 
containing the MEs are always available

4. New instance (with full data) can be 
deployed in the matter of seconds

5. Is part of CMSSW* for easier 
deployments

6. Provides higher granularity (per 
lumisection*) data. Old tool showed 
only per run* data
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* Lumisection is 23s of datataking
* Run is an arbitrary number of lumisections
* CMSSW - main CMS event processing framework



Offline 
reco

Run Registry

● Web service that aggregates 
certification information
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Run Registry
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● Web service that aggregates 
certification information

● Provides APIs to produce a 
final set of data that is ready 
to be used for physics 
analysis (golden JSON)

● The new version of this tool 
(upgraded for maintainability, 
usability and new features) is 
already in the final stage of 
commissioning

● Supports lumisection flags



Offline 
reco

Historic DQM (HDQM)

● HDQM allows to monitor the 
trends of DQM quantities over 
long periods of time

● It extracts a single value from 
a DQM ME and plots it as a 
function of run number
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Historic DQM (HDQM)
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● HDQM allows to monitor the 
trends of DQM quantities over 
long periods of time

● It extracts a single value from 
a DQM ME and plots it as a 
function of run number

● Used to debug slow cooking 
issues with the detector



Offline 
reco

DQM Users

● Shifter constantly monitors the DQM 
MEs as data is coming in (online 
monitoring)

● Validators monitor DQM MEs to 
validate new software releases 
(release validation)

● Shifter also use DQM MEs to 
distinguish good data from bad data 
on run by runs basis (offline 
monitoring and certification)

○ Ongoing ML studies might simplify their work 
and provide data certification with higher 
granularity on a lumisection basis

● Detector experts consult various DQM 
tools in case their subsystem 
malfunctions 14



Some numbers about CMS DQM

● We estimate that all per run 
DQM ROOT files add up to 
about 100TB

● We estimate that higher 
granularity per lumisection 
data adds up to 100TB per 
year!

● 5.5 ⋅ 1010 MEs in the Offline 
DQM GUI, covering 1.2 ⋅ 109 
events processed by DQM

● Online 1MB @ 100Hz stream 
for processing 15



Future plans

● Finalizing the development and integration of the new DQM GUI
○ Both frontend and backend
○ Horizontally scalable deployment in Kubernetes environment

● Completing the work on the new Run Registry
● Integrating machine learning based feedback into data certification process
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Conclusion

● We are happy with the state and the performance of DQM during Run 2
○ During the last MWGR all shifts were carried out remotely and very successfully

● We have new tools in the commissioning stage and seeking for new 
ideas/developments especially on the ML side

● With current developments approaching the end, we are confident that the 
DQM system is ready for the challenges of Run 3
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