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Motivation for precision timing
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Timing disentangles pile-up interactions

• average pile-up in Run 2: 50-60 pp-collisions per bunch crossing 
• increases to 140-200 at the High Luminosity LHC 
• expect even more pile-up at future colliders, eg. FCC-hh ~1000

z (cm)
-15 -10 -5 0 5 10

t (
ns

)

-0.4

-0.2

0

0.2

0.4

0.6

Simulated Vertices
3D Reconstructed Vertices
4D Reconstruction Vertices
4D Tracks

Figure 1.2: Left: Simulated and reconstructed vertices in a 200 pileup event assuming a MIP
timing detector covering the barrel and endcaps. The vertical lines indicate 3D-reconstructed
vertices, with instances of vertex merging visible throughout the event display. Right: Rate of
tracks from pileup vertices incorrectly associated with the primary vertex of the hard interac-
tion normalized to the total number of tracks in the vertex.

0.3 mm�1. The performance of b-jet identification, which relies on vertex reconstruction, is
enhanced. The removal of pileup tracks from the isolation cones improves the identification
efficiency for isolated leptons and photons, which are key signatures of many processes of in-
terest for the HL-LHC program. Similarly, the reconstruction of spatially extended objects and
global event quantities that are vulnerable to the pileup, such as jets and pmiss

T , is also signif-
icantly improved. At 200 pileup, the pmiss

T resolution improves by about 10% and the rate of
reconstructed jets that are spuriously clustered particles from pileup interactions (“pileup jets”)
is reduced by up to 40%, using track-time information in jet reconstruction.

Chapter 3 presents thorough simulation studies of track and vertex reconstruction, of parti-
cle isolation, of jet and pmiss

T reconstruction, and of benchmark physics measurements and
searches. These studies consistently motivate that precision timing in the barrel and in the
endcaps, with about 30 ps resolution, not only offsets the performance losses in the transition
from 140 to 200 pileup events, but also recovers the Phase-1 (40 pileup) performance of the
CMS detector, thereby enhancing the HL-LHC physics reach.

1.2 Impact of precision timing on the HL-LHC physics program
The CMS physics program at the HL-LHC will target a very wide range of measurements,
including in-depth studies of the Higgs boson properties and direct searches for physics be-
yond the standard model (BSM). The added value of a timing detector, quantified in terms of
improved vertex identification, acceptance extension for isolated objects, improved pmiss

T reso-
lution, and pileup jet rate reduction, makes a significant impact on the CMS physics program
across several channels. These performance gains are gauged in Chapter 3 with benchmark
analyses representative of Higgs boson measurements, supersymmetry (SUSY) and other BSM
searches. A synopsis is presented in Table 1.1, where detector requirements are mapped into
analysis and physics impacts. The benefits are broad, as further expanded below.

The characterization of the Higgs boson properties, with precision measurements of the Higgs
boson couplings to standard model (SM) particles, and the search for rare SM and BSM decays,
will benefit from the improved acceptance for isolated objects, and in the case of H ! gg de-
cays from improved vertex identification. The quality of the isolation discriminant relies on the
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Impact on physics
~30 ps precision timing 


• improves/maintains nearly every area of physics performance 
• new potential for particle ID and long-lived particle searches
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5.4. Physics impact examples 213

Unlike high pileup pp events, there is on average only one PbPb collision present in each beam
crossing and all particles are originated from a well-defined reconstructed vertex in (x,y,z) co-
ordinates. To calculate the particle velocity, the common event start time, tevt

0 , is taken to be
the time of the most populated 4D vertex; the particle arrival time is provided by the MTD hit,
tMTD
0 . The reciprocal of the particle velocity can be calculated as:

1
b
=

c(tMTD
0 � tevt

0 )

L
. (5.2)

where L is the path length of a track from the beam line to the MTD.

Figure 5.23 shows the 2-D distributions of 1
b as a function of the particle momentum in min-

imum bias HYDJET PbPb events, for the BTL and ETL regions, respectively. The expected
bands for pions, kaons and protons are clearly visible. The resolution is consistent with the
expectation, with proton ID up to p ⇠ 5 GeV and kaon ID up to p ⇠ 3 GeV.

Figure 5.23: The inverse velocity (1/b) as a function of the particle momentum, p, for BTL
(|h| < 1.5) and ETL (|h| > 1.6) in HYDJET PbPb simulation at 5.5 TeV.

5.4 Physics impact examples
Despite the integration of the time information in the event reconstruction being still prelim-
inary and limited to the charged tracks, the improvements in physics-object reconstruction
from timing (Section 5.3) consistently demonstrate that the MTD will allow CMS to operate at
a leveled luminosity corresponding to 200 pileup interactions with a performance equivalent to
Run-2 and Run-3 pileup conditions. The benefits in sensitivity for measurements and searches,
across a wide range of objects and across the HL-LHC physics program leveraging gains across
the full pseudorapidity coverage. For multi-objects final states, such as di-Higgs searches, this
can be summarized as a 15–30% gain in effective integrated luminosity, which is equivalent to
an additional three years of operation of the HL-LHC complex, as anticipated in Section 1.2
(Table 1.1).

This section assesses the impact of the MTD on a few benchmark cases, representative of three
different ways of exploiting the MTD: by using physics objects with improved performance

• Significant impact on HL-LHC Higgs program 
– 26% increase in effective luminosity for H→ZZ→4ℓ
– 22% increase in effective luminosity for H→ZZ→bbɣɣ
– 25% increase in effective luminosity for VBF H→!!

• Further improvements:
– resolution improvements (e.g. m!!); run at higher instantaneous luminosity

Physics impact: Higgs physics

7/17/20 A. Apresyan | SLAC Experimental Seminar38 26% increase in effective 
luminosity for H→ZZ→4l

proton ID up to ~5 GeV
kaon ID up to ~3 GeV
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MIP Timing Detector
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Endcap Timing Layer 
(ETL)


• up to 10x higher 
radiation than Barrel 

• Low Gain Avalanche 
Detectors (LGADs)

Provides 30-50 ps time stamp for every charged particle  

Located between Calorimeter and Tracker 
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1.4. Overview of the MIP Timing Detector design 19

Figure 1.9: Cross-sectional view of the endcap timing layer (ETL) along the beam axis. The
interaction point is to the left of the image. Shown are two ETL disks populated with modules
on both faces, along with the support structure. The grey sections are the active areas of the
modules with LGAD sensors. Each orange bar represents a service hybrid. The neutron mod-
erator, labelled 9, whose purpose is to shield the Tracker from back-scattered particles from the
CE, and thermal screen of the CE, labelled 12, follow the ETL. The independent thermal screen
of the ETL, labelled 1, is on the left.

shown as orange bars, which read out the signals from the front end ASICs and bring low
voltage power for the ASICs and bias voltage for the LGADs. The LGADs on one face of a
disk line up with the service hybrids of the other face so that the whole disk is covered with
active elements. Figure 1.10 shows schematically the data path from the sensors, through the
ETROCs and service hybrid to the backend electronics in the CMS USC.

1.4.3 The clock distribution system

A stable, low-jitter clock distribution network at the sampling clock frequency and synchro-
nized to the LHC bunch-crossings is required to retain the resolution of the timing detectors. A
comprehensive R&D effort is ongoing to achieve an rms jitter of 10–15 ps, including short-term
and long-term detector-wide (link-to-link) stability.

In tests using a simplified distribution tree, the current Versatile Link (VL) framework with
GBTx and VTRx has shown that it is capable of providing a sub-10 ps jitter LHC clock to end-
points. However, a more complete clock distribution network, with many more boards per
crate and multiple crates, sending signals over a much wider area may deliver a less stable clock

Endcap Timing Layer design
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Chapter 3

The Endcap Timing Layer

3.1 Overview and principle of operation
The endcap regions of the CMS detector will be instrumented with two disks of MIP-sensitive
silicon devices with excellent time resolution, covering a pseudorapidity range from about 1.6
to 3.0. This Endcap Timing Layer (ETL) will be mounted in its own independent, thermally
isolated volume, on the nose of the endcap calorimeter (CE). Specifically, the ETL will be lo-
cated on the interaction side of the neutron moderator at a distance of about 2.98 m from the
interaction point, as shown in Fig. 3.1. It uses a cold, dry volume that is isolated from the CE
so that the two detectors can each be operated independently of the cooling flow in the other
detector. This allows independent access to the ETL during LHC shutdown periods for repairs
and replacements of faulty components.

Figure 3.1: Placement of the endcap timing layer on the calorimeter endcap structure. The ETL
(shown in blue) is placed on the interaction side of the polyethylene neutron moderator (shown
in red). The ETL and CE detectors are in two separate cold volumes, with each detector having
its own thermal screen (shown in yellow). This makes it possible to access the ETL detector for
maintenance during cold operation of the CE detector.

103

ETL 

4.5 cm thick!


-30 C

High 
Granularity

Calorimeter

R
Z

2 double sided disks

1.8 hits per track


50 ps per hit ➝ 35 ps per track

Number of channels	8.6 x 106


Active Area	16 m2

coverage:

 1.6 < 𝜂 < 3.0


0.31 < R < 1.2 m

Z = 3 m from pp-interaction
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Low Gain Avalanche Detectors

Ultra-fast silicon detectors with a 
highly doped p+ gain layer 

Moderate internal gain : 10-30

!7

Electric field
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LGAD design choices
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Depletion region 
thickness 50 µm Minimize rise time, sufficient 

charge, gain uniformity

Pad size 1.3x1.3 mm2 Minimize capacitance,

Occupancy ~1%

Sensor size 2x4 cm2 

(16x32) Optimize wafer usage

Interpad gap < 90 µm Fill factor > 85%
Time res. after 

irradiation < 40 ps up to 1.7∙1015 neq/cm2

Key sensor characteristics

Recent prototypes from Hamamatsu (HPK), 
Fondazione Bruno Kessler (FBK) focus on


• improving radiation hardness 
• increasing fill factor 
• large arrays

7/29/19 Ryan Heller

LGAD prototyping campaigns
• Two main producers: Hamamatsu (HPK), Fondazione 

Bruno Kessler (FBK)
• First prototypes: optimization of gain layer & thickness for 

best time resolution
• Recent prototypes focus on:
- Improving radiation hardness
- Increasing fill factor
- Developing large arrays

�15
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Wafer Layout (for CMS)

5： 4x24 array (1type)
       ・total： 8pcs/wafer

4： 4x4 array (1type)
       ・total： 5pcs/wafer

3： 3x3 array (1type)
       ・total： 5pcs/wafer

2： 2x2 array (8type)
       ・total： 56pcs/wafer

1： Single (6type)
       ・total： 117pcs/wafer

CONFIDENTIAL

FBK UFSD3

HPK type 3.1
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Prototypes satisfy all ETL requirements:
- Time performance < 40 ps beyond 1015 neq
- Fill factor > 85%
- Large, uniform arrays are achievable

FBK UFSD3

7/29/19 Ryan Heller

Low-Gain Avalanche Detectors
• CMS Endcap: high occupancy & radiation

→ Highly granular silicon detector

• LGADs: novel ultra-fast silicon detectors
- Moderate internal gain (10-20)
• Large signals, but low noise

- Thin (50 micron depletion region)
• Uniform field & fast rise-time

�3

3.2. Silicon sensors 101

Figure 3.5: A cross-section diagrams comparing a standard Silicon detector and an Ultra-Fast
Silicon Detector. UFSDs have an additional p implant providing the larger electric field needed
for charge multiplication.

each pad has an extension of at least 1 mm in each direction, while the thickness is2616

about 50 µm, yielding an almost perfect parallel plate configuration. Distortion due2617

to non saturated drift velocity is minimized by operating the sensor at a bias voltage2618

where the carriers’ velocity is saturated.2619

• sTDC: the effect of the TDC binning is discussed in Sec. 3.3.5.2620

3.2 Silicon sensors2621

3.2.1 Design and specifications2622

The design requirements for a hermetic MIP precision timing detector in the CMS endcap re-2623

gion present a number of challenges. What is needed is a uniform and efficient device capable2624

of operating with sufficient radiation resistance to maintain performance throughout the life-2625

time of the HL-LHC. To meet these needs the ETL will be instrumented with Ultra-Fast Silicon2626

Detector (UFSD), planar silicon devices based on the LGAD technology [21, 22].2627

UFSDs are planar silicon sensors incorporating a low, controlled, gain in the signal formation2628

mechanism, see Figure 3.5. Charge multiplication in silicon sensors happens when the charge2629

carriers are in electric fields of the order of E ⇠ 300 kV/cm. Under this condition the electrons2630

(and to less extent the holes) acquire sufficient kinetic energy to generate additional e/h pairs.2631

A field value of 300 kV/cm can be obtained by implanting an appropriate charge density that2632

locally generates very high fields (ND ⇠ 1016/cm3). The gain has an exponential dependence2633

on the electric field N(l) = Noea(E)l , where a(E) is a strong function of the electric field and l2634

is the path length inside the high field region. The gain layer is realized through the addition2635

of a p-type implant and, to avoid breakdown, its lateral spread is controlled by deep n doped2636

implant, called JTE. Typical gain values are in the 10-30 range, modest compared to gains of2637

thousands or more in APDs or SiPMs.2638

Three vendors have successfully produced optimized UFSDs which have been tested by CMS2639

and are being considered for providing the ETL sensors, including Centro Nacional de Mi-2640

croelectronica (CNM), Barcelona [21, 56, 57], Fondazione Bruno Kessler (FBK) [58, 59], and2641

Hamamatsu Photonics (HPK) [60, 61].2642

Achieving good time performance at low gain requires silicon pixel sizes typically less than a2643

few mm2, to limit the sensor capacitance, implying that a large number of pixels are required2644

to cover the 7 m2 of each ETL endcap. The design studied in the 2017 CMS MTD Technical2645

Proposal (TP) used very large sensors, 5 cm ⇥ 10 cm, with 3 mm ⇥ 1 mm pixels. Our R&D and2646

Si diode LGAD

5x5 LGAD array, HPK

4x4 LGAD array, HPK

5x5 array from HPK



Karri Folan DiPetrillo

LGAD time resolution

!9

1/30/20 Ryan Heller

Timing properties
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• Smaller pads have less capacitance: faster risetime, slightly better timing performance at 
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• Note CMS will use small pads, too; large pads are holdover from TP geometry.

100 110 120 130 140 150 160 170 180 190
 Bias voltage [V]

40
60
80

100
120
140
160
180
200
220

 M
PV

 R
u1

06
 re

sp
on

se
 [m

V] m metal 1µ50 m metal 2µ50 
m 1µ90 m 2µ90 
m metal 1µ30 m metal 2µ30 
m metal 1µ90 m metal 2µ90 
m metal 3µ90 m metal 4µ90 

10 20 30 40 50
 MPV collected charge [fC]

20
25

30

35

40

45

50

55
60

65

 T
im

e 
re

so
lu

tio
n,

 L
G

AD
 o

nl
y 

[p
s]

mµP2 95 m metalµP2 95 mµP2 50 

mµP3 95 m metalµP3 95 mµP3 50 

mµP4 95 m metalµP4 95 mµP4 50 

mµP1 50 m metalµP5 95 

σ vs charge

100 110 120 130 140 150 160 170 180 190
 Bias voltage [V]

40
60
80

100
120
140
160
180
200
220

 M
PV

 R
u1

06
 re

sp
on

se
 [m

V] m metal 1µ50 m metal 2µ50 
m 1µ90 m 2µ90 
m metal 1µ30 m metal 2µ30 
m metal 1µ90 m metal 2µ90 
m metal 3µ90 m metal 4µ90 

Smaller pads (1.7 mm2): ATLAS

Larger pads (3 mm2): “CMS"

21 sensors 21 sensors

HPK 3.1

𝛽-source


-20 C

threshold

jitter contribution  

subdominant at high gain

fluctuations in Landau ionization

for 50 µm thick LGAD

dominates at high gain  

σioniz. ∼ 30ps

σjitter ∼
enCd

Qin
trise
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σjitter ∼
enCd

Qin
trise < 40ps

Low noise & fast risetime


Front-end ASIC: ETROC

ETROC innovations: 

• Single TDC for both time of arrival and 

time over threshold  
• Flexible low & high power amplifier modes

!10

3.3. On-detector electronics 141

Figure 3.49: Layout of a clock distribution for the 16⇥16 pixel cell matrix, each 1.3⇥1.3 mm2

size, using metal layer 6. The clock is distributed starting from the center of the south edge of
the chip to each of the 256 pixel elements through a four stage H-tree structure. The first stage
is located at the center of the chip. The clock signal frequency is 320 MHz with 10% rise and
fall time.

Figure 3.50: Internal clock signals at different stages. Top is the input clock signal, followed by
the signal at the input of the next four stages, and the bottom signal is the output at the final
destination.

3.3.8 Level-1 Buffer and data readout

Figure 3.51 shows the top level block diagram for data readout. At the bottom of the matrix
a frame builder block receives data from each column and sorts out and assembles data with

ETROC0 : single analog channel 

ETROC1: with TDC and 4x4 clock tree

ETROC2: 8x8 full functionality

ETROC3: 16x16 full size chip

A delicate balancing act

Power Budget

1 W/chip, 4 mW/channel

3.3. On-detector electronics 123

Hit
BufferTDC

DAC

PreAmp

charge injection

Bump Pad 

TOA
TOT
CAL

Waveform
Sampler

In-pixel
Readout

Clock Gen Command
Decoder

Pixel matrix 16 X 16

I2CGlobal
Readout

Figure 3.22: A schematic of the ETL ASIC, showing the blocks within each channel of the
16 ⇥ 16 pixel matrix and also the peripheral blocks at the bottom.

1. the intrinsic LGAD contribution due to Landau fluctuation of the charge deposition of a
MIP;

2. the jitter due to the preamplifier and discriminator stage;

3. the TDC time quantization bin size and clock distribution within chip;

4. the residual of the time-walk correction;

5. system level clock distribution.

Among them, items (2), (3), and (4) are the contributions from the ASIC. The LGAD contribu-
tion is known to be about 30 ps, while the system level clock distribution will be designed to be
precise to better than 15 ps. Within the ASIC, the TDC measurement is expected to contribute
less than 10 ps, as is the residual contribution from the time-walk after correction. This means
that the jitter from the preamplifier/discriminator has to be kept below 40 ps. This should be
achieved with reasonable power consumption and signal efficiency, and maintained even after
irradiation.

A summary of the ETROC requirements is shown in Table 3.5.

3.3.1.2 Methodology to approach the design challenges

The challenge of designing the ASIC, while optimizing its performance and that of the sensor
together as a unit, is approached in several design stages. The first stage has two components:
1) using the test beam data taken on LGAD sensors with an external preamplifier read out by
an oscilloscope to study different timing measurement algorithms; and 2) using detailed LGAD
simulation as input to simulate the behavior of various ASIC front-end designs. Based on these
results, the second stage is to design and develop a small scale prototype chip and, again using
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Recent Test Beam Results

Fermilab Test Beam Facility 
Tracking Telescope ETL mobile rack
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ETROC0 with HPK 3.1 sensors
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Pre-Amp
Discriminator

VThreshold

Buffer

LGAD

2nd stage

amplifier

Simplified Concept Two output paths
Amplifier

Discriminator

Two ETROC0 data paths used in beam tests

• “Amplifier output” recorded through internal buffer and external 2nd stage amplifier 
• At “Discriminator output” study contributions to time resolution from sensor due to 

Landau fluctuations, and pre-amp & discriminator jitter, design goal 𝜎t < 50 ps

ETROC0 board
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2HPK 3.1, 1.3x1.3 mm
ETROC0 Amplifier output

=8 ps, subtractedphotek
tσ
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CMS Phase II Preliminary FNAL TB Feb 2020

2HPK 3.1, 1.3x1.3 mm
Bias -180 V, -20 C 
ETROC0 high power
Amplifier output

 0.2 ps± = 29.2 σ

 = 8 psphotek
tσ

Amplifier: Time resolution
Achieved 30-35 ps time resolution for 


pre-rad sensors operating above 20 fC!

high power mode 5-10% better time resolution than low power

!13

timestamp measured w/ constant fraction threshold of 20%

right plot has time reference contribution subtracted
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2HPK 3.1, 1.3x1.3 mm
ETROC0 Discriminator output

=8 ps, subtractedphotek
tσ

Discriminator: Time Resolution 
For pre-rad sensors operating above 20 fC, we obtain 


time resolution of 40-50 ps with 100% efficiency! 

A great first result! Compatible with design target of 50 ps per hit 

!14
time resolution = 𝜎(t0-tref after ToT correction)

contribution from time reference is subtracted
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Conclusions

• HL-LHC high pile-up environment motivates 30-50 ps 
precision timing layer


• Presented Endcap Timing Layer detector design, and 
R&D motivated design choices


• Presented new results from Feb 2020 test beam 

• first beam tests of prototype sensors and front-end ASIC 
• achieved 30-35 ps time resolution with amplifier output and 40-50 

ps with discriminator 
• excellent first results - within specs for final detector!

!15
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Backup
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Amplifier performance
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max amplitude and charge versus bias voltage
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2HPK 3.1, 1.3x1.3 mm
ETROC0 Amplifier output

Amplifier performance

!18

key ingredients for 
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Example time-walk 

correction

Example threshold scan

optimize efficiency & time resolution

nominally operate at 15 DAC above baselinein this configuration, MPV is 14 fC ➝ 4.5 ns TOT, 

and the bulk is between 10-25 fC ➝ TOT of 4-5.5 ns
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3.4 ETL modules
3.4.1 Module design

The ETL modules are built from sub-assemblies containing a single sensor that is bump bonded
to two ETROCs. Each sensor contains a 16 ⇥ 32 array of pads of size 1.3 ⇥ 1.3 mm2, shown
in Fig. 3.6. With the guard ring structures and bias ring, the dimensions of the sensor are
21.2 ⇥ 42.0 mm2. The ETROCs, each of dimension 22.3 ⇥ 20.8 mm2, are placed such that the
short edge of each ETROC is oriented along the long edge of the sensor. The ETROCs extend
over the long edge of the sensor, forming a “balcony” with wire-bond pads for the input and
output signals and for power connections. Figure 3.57 shows the final assembled ETL modules,
together with an exploded view of the module parts. In the majority of modules, two sub-
assemblies are glued to an Aluminum Nitride (AlN) substrate, shown in Fig. 3.57 (left). This
AlN baseplate provides a cooling path with a thermal expansion coefficient closely matched to
that of silicon. A thermally conductive film is glued to the bottom side of the AlN baseplate.
The lower surface of the film will not be sticky to allow replacement of modules after mounting
on the cooling plate. Flex circuits laminated to each edge of the AlN substrate provide electrical
connections to service hybrids that are described in Section 3.4.4. The sensor bias voltage is
provided by wire bonds between pads on the flex circuit and the contact on top of the sensor.
A second AlN plate is fixed atop this structure to protect the sensors. A U-shaped cutout in that
AlN plate in the location where the bias-voltage wire bond is placed is visible in Fig. 3.57. The
resulting “AlN sandwich” assemblies are rugged structures that are easy to handle during the
assembly steps and installation. In addition to these two-sensor modules, a small number of
single sensor modules, shown in Fig. 3.57 (right), will be assembled to increase coverage near
the edges of the cooling disks.

Figure 3.57: The two-sensor and one-sensor modules. Shown are views of the assembled mod-
ules (top), and the details of the module parts (bottom).

Module Design

AIN Cover
LGAD

ASIC

Service Hybrid
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Figure 3.61: A drawing of the ETL support disks with modules and service hybrids (shown in
orange). The channels for routing services, i.e., cables and fibers, over the top of the modules
are indicated by black arrows.

Figure 3.62: Top: Exploded views of the service hybrid showing its various components. The
legend is shared among the two figures. Bottom: Service hybrid mounted between two mod-
ules, with the power board visible on top (left), and the service hybrid showing the readout
board and components exposed (right).

the bPOL12V and bPOL2V5, radiation-hard and magnetic field tolerant converters developed
for other detectors for CMS and ATLAS Phase-2 upgrades. Nine DC-DC converters would
be placed on the power board that serves 12 modules, in order to provide the required cur-

3.4. ETL modules 157

Figure 3.61: A drawing of the ETL support disks with modules and service hybrids (shown in
orange). The channels for routing services, i.e., cables and fibers, over the top of the modules
are indicated by black arrows.

Figure 3.62: Top: Exploded views of the service hybrid showing its various components. The
legend is shared among the two figures. Bottom: Service hybrid mounted between two mod-
ules, with the power board visible on top (left), and the service hybrid showing the readout
board and components exposed (right).

the bPOL12V and bPOL2V5, radiation-hard and magnetic field tolerant converters developed
for other detectors for CMS and ATLAS Phase-2 upgrades. Nine DC-DC converters would
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Figure 3.67: Layout of the modules and service hybrids on an ETL wedge, showing the place-
ment on the front and back faces (right and left images), where the left image is viewed facing
toward the IP and the right image is viewed facing away from the IP. The full-sized service
hybrids are shown in orange and the half-sized service hybrids are shown in red. The LGAD
sensors, shown as the gray rectangles, are assembled as either 1-sensor or 2-sensor modules, as
described in Section 3.4. Examples of 1-sensor modules are seen at the edges of the front face,
while 2-sensor modules are used to cover the central region.

Readout data rate [Gb/s]
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Figure 3.68: Distributions of readout data rate obtained by merging of the innermost 12 E-links
and the outermost 24 E-links.

The number of each type of component, from LGAD sensors to lpGBTs, is listed in Table 3.8.

Challenges at lower radii 

Increased radiation

15% of sensors: > 1 x 1015 neq/cm2 
80% of sensors: < 8 x 1014 neq/cm2 

Front & back of one disk

Service Hybrids 
Modules

Higher data rates for electronics

half-size service hybrids 
to keep rates < 1 Gb/s
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Low-Gain Avalanche Detectors
• CMS Endcap: high occupancy & radiation

→ Highly granular silicon detector

• LGADs: novel ultra-fast silicon detectors
- Moderate internal gain (10-20)
• Large signals, but low noise

- Thin (50 micron depletion region)
• Uniform field & fast rise-time

�3

3.2. Silicon sensors 101

Figure 3.5: A cross-section diagrams comparing a standard Silicon detector and an Ultra-Fast
Silicon Detector. UFSDs have an additional p implant providing the larger electric field needed
for charge multiplication.

each pad has an extension of at least 1 mm in each direction, while the thickness is2616

about 50 µm, yielding an almost perfect parallel plate configuration. Distortion due2617

to non saturated drift velocity is minimized by operating the sensor at a bias voltage2618

where the carriers’ velocity is saturated.2619

• sTDC: the effect of the TDC binning is discussed in Sec. 3.3.5.2620

3.2 Silicon sensors2621

3.2.1 Design and specifications2622

The design requirements for a hermetic MIP precision timing detector in the CMS endcap re-2623

gion present a number of challenges. What is needed is a uniform and efficient device capable2624

of operating with sufficient radiation resistance to maintain performance throughout the life-2625

time of the HL-LHC. To meet these needs the ETL will be instrumented with Ultra-Fast Silicon2626

Detector (UFSD), planar silicon devices based on the LGAD technology [21, 22].2627

UFSDs are planar silicon sensors incorporating a low, controlled, gain in the signal formation2628

mechanism, see Figure 3.5. Charge multiplication in silicon sensors happens when the charge2629

carriers are in electric fields of the order of E ⇠ 300 kV/cm. Under this condition the electrons2630

(and to less extent the holes) acquire sufficient kinetic energy to generate additional e/h pairs.2631

A field value of 300 kV/cm can be obtained by implanting an appropriate charge density that2632

locally generates very high fields (ND ⇠ 1016/cm3). The gain has an exponential dependence2633

on the electric field N(l) = Noea(E)l , where a(E) is a strong function of the electric field and l2634

is the path length inside the high field region. The gain layer is realized through the addition2635

of a p-type implant and, to avoid breakdown, its lateral spread is controlled by deep n doped2636

implant, called JTE. Typical gain values are in the 10-30 range, modest compared to gains of2637

thousands or more in APDs or SiPMs.2638

Three vendors have successfully produced optimized UFSDs which have been tested by CMS2639

and are being considered for providing the ETL sensors, including Centro Nacional de Mi-2640

croelectronica (CNM), Barcelona [21, 56, 57], Fondazione Bruno Kessler (FBK) [58, 59], and2641

Hamamatsu Photonics (HPK) [60, 61].2642

Achieving good time performance at low gain requires silicon pixel sizes typically less than a2643

few mm2, to limit the sensor capacitance, implying that a large number of pixels are required2644

to cover the 7 m2 of each ETL endcap. The design studied in the 2017 CMS MTD Technical2645

Proposal (TP) used very large sensors, 5 cm ⇥ 10 cm, with 3 mm ⇥ 1 mm pixels. Our R&D and2646

Si diode LGAD

5x5 LGAD array, HPK

4x4 LGAD array, HPK
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How to obtain 50 ps resolution per hit


