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The CMS Muon Spectrometer
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the Overlap Muon Track Finder (OMTF) in the overlap region, and the Concentrator and Pre-
Processor Fanout (CPPF) in the endcap. The link system consists of two main boards: the Link
Boards (LBs) and the Control Boards (CBs). Each LB has 96 input channels (one channel cor-
responds to one RPC strip). The first step of LB is the synchronization, assigning the signals
to the corresponding Bunch Crossing (BX: 25 ns period). Then the data are compressed with
a simple zero-suppressing algorithm. The input channels are grouped into 8 bit partitions.
Only the partitions with at least one nonzero bit are selected for each BX. The non-empty par-
titions are time-multiplexed, i.e. if there is more than one such partition in a given BX, they are
sent one-by-one in consecutive BXes. The data from three neighboring LBs are concentrated
by the middle LB, which contains the optical transmitter sending them to the Underground
Service Cavern (USC) over a fiber, at a transfer rate of up to 1.6 Gbps. The CBs provide the
communication of the control software with the LBs via the Front-End Controller (FEC) and
the Communication and Control Units (CCU) system. The CBs are connected into token rings,
each ring consisting of 12 CBs of one detector tower and a FEC mezzanine board placed on
the Clock & Control System (CCS) board located in a VME crate in the USC. Both LB and CB
boards are placed in crates called link boxes. The link box is a custom crate (6U high) with 20
slots (for two CBs and eighteen LBs). Each link box contains a custom backplane to which the
cables from the chambers are connected, as well as the cables providing power to the LBs and
CBs, and the FEB control cables which use an I2C protocol (through the CB). The number of
components of the link system is reported in Table 5.1.

The High Voltage system is located in the USC, not exposed to radiation and easily accessible
for maintenance. It provides the needed voltage of around 10 kV to the RPC chambers with
A3512N boards produced by CAEN. These are 12 kV and 1 mA power supply boards. In total

Figure 5.2: Schematic view of the double gap design of the RPC chambers (left). Schematic
view of the readout and connections from and to the Link Boards and Control Boards (right).
The numbers refer to the full RPC system after the upgrade.
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Figure 1.6: Left: Geometry of CSCs in CMS. Middle: Working principle of CSCs. Right: Outer
CSC chambers ME4/2 during installation.

identification of the corresponding bunch crossing. In Fig. 1.7 the schematic layout and a photo
of endcap RPCs are shown.

Figure 1.7: Left: Working principle of the double gap RPCs in CMS [23]. Right: RPC endcap
chambers RE1/2 and RE1/3 after installation. The iron yoke is shown in red.

In the barrel, a ‘station’ is a group of chambers around a fixed value of R. There are four DT
and RPC stations in the barrel, labeled MB1–MB4 and RB1–RB4, respectively (Fig. 1.4). The
segmentation in f is twelve-fold, as indicated in Fig. 1.5 (right). For the RPC system, the inner-
most barrel stations, RB1 and RB2, are instrumented with two RPC chambers per f sector, one
on each side of the corresponding DT chamber, while the outer ones, RB3 and RB4, have one
chamber.

In the endcap, a station is an assembly of chambers at a similar value of z. There are four CSC
and RPC stations in each endcap, labeled ME1–ME4 and RE1–RE4, respectively. A CSC station
consists of six staggered layers, each of which measures the muon position in two coordinates.
In the inner rings of stations 2, 3, and 4, a CSC subtends a f angle of 20�; all other CSCs subtend
an angle of 10�.

Using these conventions, the DTs are specified according to chamber position using the label
“MBn ±w”, where n is the barrel station (increasing with R) and w is the wheel (increasing with
|z|, with w = 0 centered at z = 0). Similarly, the barrel RPCs are labeled “RBn ±w”. The CSCs
are labeled “ME±n/m”, where n is the station (increasing with |z|) and m is the ring (increasing
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The DT and CSC chambers are located in the |h| < 1.2 and 0.9 < |h| < 2.4 regions, respectively,
and are complemented by the RPC detectors in both barrel and endcaps, with a maximum
pseudorapidity reaching |h| = 1.9. The use of these different technologies approximately aligns
with the three regions of CMS, referred to as barrel (|h| < 0.9), overlap (0.9 < |h| < 1.2), and
endcap (|h| > 1.2). The active chamber areas are arranged to overlap, avoiding gaps in the h
coverage. The CSC and RPC chambers overlap also in f.

The DTs are segmented in long aluminum drift cells. The position of a traversing muon is
determined by measuring the drift time to the anode wire in the center of each cell, with an op-
timally shaped electric field. The spatial resolution per cell is 250 µm or better, which translates
into about 100 µm resolution per 8-layer chamber. A DT chamber consists of three ‘SuperLay-
ers’, each of them comprising four staggered layers of parallel drift cells. The wires are oriented
so that two of the SuperLayers measure the muon position in the bending plane (R � f) and
the third one measures the position in the longitudinal plane (R� z), except for the outer cham-
bers, which have only the two R � f SuperLayers. Because of the staggering by half cells, the
trajectory of the muon and the time at which it traverses the chamber can be derived from sums
and differences of drift times. Since the drift time is measured, the cell size can be relatively
big, and a large detector area is built up with a modest number of readout channels. Figure 1.5
shows the layout of a single drift cell and a photo of several DT muon chambers, inside the
CMS magnet yoke.

Figure 1.5: Left: Single DT cell. Right: DT chambers (aluminum) sandwiched between steel
plates of the yoke (red), during installation.

The CSCs operate as standard multi-wire proportional counters with a finely segmented cath-
ode strip readout. The strips run radially outward to measure the muon position in the bending
plane, while the anode wires provide a measurement in R. The precise position in the dimen-
sion orthogonal to the strips can be reconstructed by interpolating the charges read out on the
strips. Figure 1.6 illustrates the operation of the cathode strip chambers and shows some of the
trapezoidal CSC chambers during installation in the CMS detector. The CSC detection tech-
nology was chosen because it provides good position and time resolution of hits along a muon
trajectory, can handle high particle rates, and is able to operate in strong non-uniform magnetic
fields. Each CSC chamber is made of six layers. Typical resolution figures for position and time
are 50–140 µm (depending on chamber type) and 3 ns per chamber, respectively.

The RPCs are double-gap chambers operated in avalanche mode, at high electric field. They
use High Pressure Laminate (HPL, commonly known as Bakelite) electrodes with a high bulk
resistivity. RPCs are mainly used for accurate timing and fast triggering, with an excellent
intrinsic resolution of about 1.5 ns for a double-gap chamber. This allows in particular the

• The Muon Spectrometer cover the Barrel and Endcap of CMS using different gaseous detector technologies


• It showed excellent performances at LHC in triggering, identification and reconstruction of muons


• See C. Battilana talk “Performance of the reconstruction and identification of high-momentum muons 
collected with CMS in 13 TeV data" 



The Upgrade for HL-LHC
• The ongoing upgrade of the LHC to High Luminosity (HL-LHC) will 

be challenging


• peak luminosities starting at 5∙1034 cm-2∙s-1 with ~140 pileup  
(PU) events


• integrated luminosity at least ten times the LHC design value. 


• The Muon Upgrade will cope with the new operating condition and 
extend the physics potential of CMS:


• New detectors (GEM and iRPC) in the forward region to extend 
acceptance, resolution and redundancy


• Upgrade of the existing detector electronics with improved 
radiation hardness to handle the increased rate 


• Test of the Longevity of all the detectors for the new expected 
integrated luminosity and operational time


• The Phase-2 Upgrade has already started! 

• Will be completed at the end of LHC LS3 (~2028)
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Therefore if two signals arrive in less than 16 ns there will be confusion and the y-coordinate
will be not determined adequately. This will happen in approximately only 16/2600 = 0.6% of
the cases.

The RPC hits with this spatial resolution along the strip direction will be used at trigger level
to improve the measurement of the q direction of the level-1 muon candidates and to solve the
ambigiuties in the CSC hits when several muons cross the same chamber (see Section 7.1.2.3).

Figure 5.16 shows a schematic view of a front-end board and on-chamber connection cables.
The front-end board (green in the figure) is placed close to the larger side of the RPC. Coaxial
cables, red and violet in the figure, connect both ends of strips (not shown) to the chips located
on the mezzanine board. Characteristics of the front-end chip and performance of the new RPC
readout are presented in Section 5.5.6.2.

Figure 5.16: A schematic view of the new readout electronics. The front-end board is shown in
green. The coaxial cables coming from the two ends of strips (violet cables) are connected to
the front-end board through small matching cards (brown). The detector and the PCB with the
strips are inside the mechanical structure and are not visible here.

Table 5.3 shows a breakdown of the number of components of the new RPC system (cham-
bers, electronic boards, cables and power supplies). The numbers include all items needed for
iRPC, adding what is needed for the test stands at CERN and taking into account the expected
production yields.

5.5.3 Technology choice

The requirements presented in the previous section can be fulfilled with a double-gap RPC with
HPL electrodes and with pick-up strips in the middle. This is the baseline choice for the RE3/1
and RE4/1 detectors. In order to reduce the risk of detector aging, and to improve the rate
capability, both the electrode and gas gap thickness are reduced, and part of the amplification
is moved to an improved front-end electronics system (described in Section 5.5.6.2).

Improving the sensitivity of the electronics is essential. It allows one to reduce the gap thickness
without losing efficiency. The combined effect of improving the front-end electronics and of
reducing the gas gap thickness has been shown to effectively reduce the avalanche charge, and
so to enhance the rate capability [78] and the chamber longevity.

We examined the pickup charges of the avalanche pulses drawn in six double-gap RPCs, that
were constructed with gap thicknesses ranging between 1.0 and 2.0 mm [79]. Figure 5.17 shows
the induced charges drawn in double-gap RPCs with different gas gap thicknesses as a function
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70 µm

140 µm

Figure 6.10: Scanning Electron Microscope (SEM) picture of a GEM foil (left) and schematic
view (right) of the electric field lines (white), electron flow (blue), and ion flow (purple) through
a bi-conical GEM hole (right). The outer diameter of the hole is 70 µm and the inner diameter
is 50 µm; the hole pitch is 140 µm.

GE2/1&&GEM&Foils&HV&segmenta5on&

ME0&&GEM&Foils&HV&segmenta5on&

Figure 6.11: Schematic HV segmentation of GE2/1 (M4 module) and ME0 GEM foils into strips
on the foil sides that face the drift board. Note that for GE2/1 only the largest module M4
requires a division into left and right segements. Segments in modules M1-3 are not divided.
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Figure 1.3: The LHC schedule and the design values (top) and ultimate figures (bottom) for
instantaneous and integrated luminosity [5, 6]. The data taking periods in between the long
shutdowns (LS) are labeled Run 1, Run 2, etc.

during the ‘Long Shutdown 3’ (LS3), see Fig. 1.3, but some installation will take place during
earlier LHC shutdowns. After the LS3 the high luminosity proton-proton data taking will be-
gin. The upgrade of the CMS detector has already started, with the insertion of ‘demonstrator’
GEM (Gas Electron Multiplier) muon chambers of type GE1/1 [7] in the 2016/17 winter shut-
down.
Table 1.1: Characteristic parameters for HL-LHC data taking [6] in comparison to original de-
sign values [8]. The ultimate performance values of 7.5 ⇥ 1034 cm�2s�1 and 4000 fb�1 might be
reached by exploiting the margins of the LHC parameters.

LHC design HL-LHC design HL-LHC ultimate
peak luminosity (1034 cm�2s�1) 1.0 5.0 7.5

integrated luminosity ( fb�1) 300 3000 4000
number of pileup events ⇠30 ⇠140 ⇠200

The CMS 13 TeV data sample of about 40 fb�1 recorded by the end of 2016 will thus be multi-
plied by a factor of more than 50. To cope with the much higher collision rate, which will go
up by a factor of 5, and to fully profit from it, the CMS experiment and the muon detectors in
particular need major upgrades.

The muon detectors play a central role in CMS, as stressed already by its name, Compact Muon

Gas Electron Multipliers (GEM)  



The DT electronic Upgrade
• The signal coming from the DT FE are processed by the MiniCrate, a 

complex system of boards handling trigger and readout


• not able to withstand the expected background rate at HL-LHC


• not able to handle the maximal Level-1 Trigger  up to 750 kHz


• New electronic based on 1 type of board (OBDT) 

• TDCs implemented of FPGA


• improved performance, radiation hardness and long time maintenance


• capability to comply with HL-LHC requirements 


• Trigger logic system moves completely to the  back-end outside of the 
experimental cavern


• more flexibility in combining DT and RPC hits to form Trigger Primitives 
(TP)


• higher efficiency using more than 4 layers for TP


• improved resilience to ageing and detector failures


• Installation will be performed during LS3 (2025-2027)
4
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Figure 3.11: Left: Current partition of the DT system electronics. Right: Upgraded Phase-2 DT
electronics. Each SuperLayer will be read by one (two in the big MB3 and MB4 SuperLayers)
OBDT (On-Board Electronics for DT).

• LHC Clock and fast signal distribution (BGO commands), including Bunch Crossing
Zero (BC0);

• data transfer to UXC via optical links;
• time digitization of the analog signals from the Front End Boards;
• control of the FEBs;
• test pulse generation;
• monitoring of the DT chamber sensors (temperature, pressure, etc.) ;
• slow control services for the RPC and alignment systems.

Figure 3.12: Functional block diagram of the OBDT.

Readout pipeline buffering and trigger primitive generation, formerly performed by the TRBs,
SBs and ROBs, will be done in boards located outside the experimental cavern profiting from
the more relaxed environmental constraints (e.g. radiation level, magnetic field, power dissipa-
tion) and introducing the possibility to intervene in case of failures. As the processing of wire
hit time-stamps becomes asynchronous, equalizing the paths from the wire signal discrimina-
tors becomes unnecessary (data can be realigned through calibrated relative delays), and the
cabling length from the front-end is reduced significantly. A simplified minicrate electronics
will bring considerable benefits in terms of the power consumption of the DT on-detector elec-
tronics, improving the longevity not only of the minicrates but also of the FEB, and lessening
the load on the whole DT LV system. The reduced functionality, implying fewer components,



• Two different algorithmic approaches to reconstruct trigger segments are being investigated


• both assume straight line tracks within a chamber and require at least a triplet of fired 
layers within a SL to build a trigger segment


• one relies the mean-timer property (BX-ID) and does fitting using exact formulas (least 
squares) [Analytical-method - AM]. AM has been implemented in FPGAs and operated in 
the DT slice test demonstrator (next slide)


• See Jaime Leon Holgado's Poster for additional details 

• the other is based on Majority Mean-Timer (BX-ID) and Compact Hough Transform 
(track building) methods [Histogram-Based - HB]
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• Performance algorithms measured with simulations and 
Run-2 data


• Stress-test scenarios with 200 PU collisions per BX


• Overall good results 

• as efficient as present system: 95% 

• spatial resolution (pos. / dir.) improves 

AM

HB

mean-timer property: 
tHALF_CELL =(t1 + t3)/2 + t2

{4 Layers  
=  

 Superlayer (SL)



DT LS2 Slice Test
• During LS2 one DT sector has been  instrumented with prototypes of OBDTs and 

operated with a full Phase-2  electronics demonstrator implemented on Phase-1 HW 

• Different setup in different stations:


• MB1/MB2: perform integration as in Phase-2, with only new electronics


• MB3/MB4: run legacy and Phase-2 chains in parallel to validate Phase-2 data quality 
using legacy information


• The system has been successfully operated since Summer 2019.
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Abstract

The first prototypes of the High Luminosity LHC (HL-
LHC) electronics for the CMS On-detector Board for the 
Drift Tube (DT) chambers (OBDT) have been installed 
attached to the DT chambers of the CMS detector and 
integrated in the central data acquisition and trigger 
system. They have operated together with the first 
backend prototypes for trigger generation and slow 
control. Months long data taking campaign of cosmic 
rays have taken place to validate the performance of 
these prototypes. The full chain has been operated very 
satisfactorily, showing the optimal efficiency and 
resolution of the designed phase-2 electronics. 

Introduction 

A

B

OBDT board: On-detector Board for DT

The OBDT board[1] is focused on a Polarfire FPGA 
produced in the past by Microsemi. It digitizes the 
pulses that come from the Front-End Boards inside the 
chambers. The LHC clock is needed to synchronize 
data. It comes from the MOCO board using it to build a 
frame called GBT frame and then sent through the SFP+ 
transceiver. The GBTx decodes the frame and recovers 
the clock. Inside the frame, the MOCO board includes 
data for the slow control that is sent to both the FPGA 
and the SCA chip.

The SCA chip will distribute all this monitoring and 
control signals to the on-detector FEB electronics.

Finally, the FPGA sends digitalized and formatted data 
to up to 4 AB7 boards through its 4 optical links..

Phase-2 Slice Test 
A full DT sector/slice in one external wheel (YB+2) is
equipped with the phase-2 electronics prototypes
working in parallel with the legacy electronics. The FE
signal splitters were used to split the signal and route it
to both legacy and phase-2 systems. It would allow to
test under real conditions (B field and collisions data),
since OBDT electronics will be left operational during
p-p collisions.

Calibrations

Data Taking with the Slice Test 

There are three data taking modes 
for slice test:
1.Cosmic trigger using the opposite 
quadrant provides unbiased trigger 
with collision geometry
2.Cosmic trigger Sector 12 with 
MB3 and MB4 trigger also provides 
unbiased trigger for S12 MB4 (MB3)
3.Test pulse calibration

The same event is splitted and 
registered in the both legacy and 
phase-2 chain. Also readout FED’s 
for both the systems are fully 
integrated in CMS 
environment(TCDS,DAQ,CMSSW)

Results from Slice Test data

Summary and Plans
The slice Test will have to be refurbished before Run3:
1- Designing new theta splitter-patch panel to use theta SLs 
signals during collisions in slice test (ST). 
2-Safety features (monitoring &interlock) to run unattended 
during collisions being developed.
3- Reinstall MB1 and MB2 legacy minicrates.
4- Split FE signals in MB1&MB2 and reinstall phase-2.

Mechanics and power installation for 7 OBDTS: MB1 and 
MB2 OBDTs and MB3 theta.
5-Activities to integrate with L1 trigger just started before 
closure. To restart in surface first, eventually will move to USC.
By EYETS2324 (latest) the slice test should include final boards 
(hosting lpGBT), to allow testing it with beams.

The Drift tubes (DT) are responsible for the tracking and 
triggering of muons in the central region of CMS. The 
Electronics for the Drift Tube Chambers of CMS will be 
significantly upgraded during the LHC Long Shutdown 
3 (LS3). As a consequence of the higher L1A rate set by 
HL-LHC, the new CMS Trigger requirements will 
exceed the present capabilities of the DT on-detector 
electronics (so called MiniCrate, MiC). For this reason, 
having also in mind easier electronics maintainability 
and chamber aging mitigation arguments, DTs will 
replace all their MiCs during LS3. The phase-2 on 
detector electronics for DT will consist of a single type 
of board called OBDT (On Board electronics for Drift 
Tubes). 

One single type of board that
performs full streaming of all
hits with 1 ns LSB

Minicrate (MiC)

Wire resolution ~ 250 µm
Local reconstruction (r-φ) ~ 100 µm
Efficiency (> 99%)

Replacement of DT electronics for 
HL-LHC (CMS Phase 2 Upgrade)

4 concentric rings of DRIFT TUBE gas chambers
instrument the return yoke of CMS covering |ηµ|<1.2

TM7

AB7

MoCo

Chamber slow control

Front End Boards. 
Shape and amplify signal from the 
DT cell wires

AB7: Backend prototype for event 
matching and trigger primitive generation.

Monitoring and 
Control board. 
Prototype for the
slow control and 
timing
synchronization
electronics.

- FEB: masks, threshold, width settings
- Testpulse: generation of input signals to the FEB for timing calibration
- Temperatures and voltages monitoring
- PADC: gas pressure monitoring system
- RPC: threshold setting on Resistive Plate chambers
- Alignment: forks communication through I2C

AB7

MoCo
The results corresponds to a cosmic data taking triggered 
by the legacy electronics in CMS chamber YB+2 S12 MB4 
during August 2019 Slice Test campaign. 

This is the first display of muon crossing a chamber and the comparison between 
old and new electronics. Both results are identical.

We observed instability in t0 (time pedestals of each TDC 
channel) e.g. with power cycle or reset of the GBTx that happens 
every system configuration. The difference  between times of the 
same cosmic muon hits measured by the phase-1 and phase-
2 showed a range of 20 ns within the chamber. Phase-2 chain 
can be synchronized using a test pulse run where a pulse signal is 
injected at the input of each chamber channel. After this t0 
correction the difference between times of the same cosmic 
muon hits measured by the phase-1 and phase-2 greatly improves 
showing a difference <1 ns, as expected (see correlation below). 
This t0 instability behavior seen in the slice test was investigated in 
the lab resulting in a new OBDT FW that displays in a robust 
stability of the TDC t0s ( < 1 ns) against clock glitches or power 
cycles.

Efficiency of the DT phase-2 readout to find a hit in a cell where hits from the 
legacy electronics are recorded, plotted wire by wire for the MB4 chamber of the 
Slice Test. 

Difference between trigger primitive’s 
time and the offline reconstructed 
segment time, for phase-2 in blue and for 
Legacy trigger (red) in a cosmic muon 
sample collected in the Slice Test setup. 
For phase-2 only primitives fitting at least 
4- hits are considered, in order to be 
compared with the Legacy system 
(requesting minimal H quality). For the 
Legacy system the trigger output time is in 
BX units (25 ns step). The red line shows 
the convolution of an almost flat 
distribution in the BX step with a 3-4 ns 
time resolution of the reconstructed 
segment. 
For phase-2, the inherent online time resolution is of few ns. The improved online 
time resolution in phase 2 reflects in this particular sample (unbuched cosmic 
muons) as a lower (half) fraction of triggers at a wrong bx, i.e. 12.5 ns away from 
the time the muon crossed the chamber [2].
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LHC) electronics for the CMS On-detector Board for the 
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attached to the DT chambers of the CMS detector and 
integrated in the central data acquisition and trigger 
system. They have operated together with the first 
backend prototypes for trigger generation and slow 
control. Months long data taking campaign of cosmic 
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OBDT board: On-detector Board for DT

The OBDT board[1] is focused on a Polarfire FPGA 
produced in the past by Microsemi. It digitizes the 
pulses that come from the Front-End Boards inside the 
chambers. The LHC clock is needed to synchronize 
data. It comes from the MOCO board using it to build a 
frame called GBT frame and then sent through the SFP+ 
transceiver. The GBTx decodes the frame and recovers 
the clock. Inside the frame, the MOCO board includes 
data for the slow control that is sent to both the FPGA 
and the SCA chip.

The SCA chip will distribute all this monitoring and 
control signals to the on-detector FEB electronics.

Finally, the FPGA sends digitalized and formatted data 
to up to 4 AB7 boards through its 4 optical links..

Phase-2 Slice Test 
A full DT sector/slice in one external wheel (YB+2) is
equipped with the phase-2 electronics prototypes
working in parallel with the legacy electronics. The FE
signal splitters were used to split the signal and route it
to both legacy and phase-2 systems. It would allow to
test under real conditions (B field and collisions data),
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There are three data taking modes 
for slice test:
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Summary and Plans
The slice Test will have to be refurbished before Run3:
1- Designing new theta splitter-patch panel to use theta SLs 
signals during collisions in slice test (ST). 
2-Safety features (monitoring &interlock) to run unattended 
during collisions being developed.
3- Reinstall MB1 and MB2 legacy minicrates.
4- Split FE signals in MB1&MB2 and reinstall phase-2.

Mechanics and power installation for 7 OBDTS: MB1 and 
MB2 OBDTs and MB3 theta.
5-Activities to integrate with L1 trigger just started before 
closure. To restart in surface first, eventually will move to USC.
By EYETS2324 (latest) the slice test should include final boards 
(hosting lpGBT), to allow testing it with beams.

The Drift tubes (DT) are responsible for the tracking and 
triggering of muons in the central region of CMS. The 
Electronics for the Drift Tube Chambers of CMS will be 
significantly upgraded during the LHC Long Shutdown 
3 (LS3). As a consequence of the higher L1A rate set by 
HL-LHC, the new CMS Trigger requirements will 
exceed the present capabilities of the DT on-detector 
electronics (so called MiniCrate, MiC). For this reason, 
having also in mind easier electronics maintainability 
and chamber aging mitigation arguments, DTs will 
replace all their MiCs during LS3. The phase-2 on 
detector electronics for DT will consist of a single type 
of board called OBDT (On Board electronics for Drift 
Tubes). 

One single type of board that
performs full streaming of all
hits with 1 ns LSB

Minicrate (MiC)

Wire resolution ~ 250 µm
Local reconstruction (r-φ) ~ 100 µm
Efficiency (> 99%)

Replacement of DT electronics for 
HL-LHC (CMS Phase 2 Upgrade)

4 concentric rings of DRIFT TUBE gas chambers
instrument the return yoke of CMS covering |ηµ|<1.2

TM7

AB7

MoCo

Chamber slow control

Front End Boards. 
Shape and amplify signal from the 
DT cell wires

AB7: Backend prototype for event 
matching and trigger primitive generation.

Monitoring and 
Control board. 
Prototype for the
slow control and 
timing
synchronization
electronics.

- FEB: masks, threshold, width settings
- Testpulse: generation of input signals to the FEB for timing calibration
- Temperatures and voltages monitoring
- PADC: gas pressure monitoring system
- RPC: threshold setting on Resistive Plate chambers
- Alignment: forks communication through I2C

AB7

MoCo
The results corresponds to a cosmic data taking triggered 
by the legacy electronics in CMS chamber YB+2 S12 MB4 
during August 2019 Slice Test campaign. 

This is the first display of muon crossing a chamber and the comparison between 
old and new electronics. Both results are identical.

We observed instability in t0 (time pedestals of each TDC 
channel) e.g. with power cycle or reset of the GBTx that happens 
every system configuration. The difference  between times of the 
same cosmic muon hits measured by the phase-1 and phase-
2 showed a range of 20 ns within the chamber. Phase-2 chain 
can be synchronized using a test pulse run where a pulse signal is 
injected at the input of each chamber channel. After this t0 
correction the difference between times of the same cosmic 
muon hits measured by the phase-1 and phase-2 greatly improves 
showing a difference <1 ns, as expected (see correlation below). 
This t0 instability behavior seen in the slice test was investigated in 
the lab resulting in a new OBDT FW that displays in a robust 
stability of the TDC t0s ( < 1 ns) against clock glitches or power 
cycles.

Efficiency of the DT phase-2 readout to find a hit in a cell where hits from the 
legacy electronics are recorded, plotted wire by wire for the MB4 chamber of the 
Slice Test. 

Difference between trigger primitive’s 
time and the offline reconstructed 
segment time, for phase-2 in blue and for 
Legacy trigger (red) in a cosmic muon 
sample collected in the Slice Test setup. 
For phase-2 only primitives fitting at least 
4- hits are considered, in order to be 
compared with the Legacy system 
(requesting minimal H quality). For the 
Legacy system the trigger output time is in 
BX units (25 ns step). The red line shows 
the convolution of an almost flat 
distribution in the BX step with a 3-4 ns 
time resolution of the reconstructed 
segment. 
For phase-2, the inherent online time resolution is of few ns. The improved online 
time resolution in phase 2 reflects in this particular sample (unbuched cosmic 
muons) as a lower (half) fraction of triggers at a wrong bx, i.e. 12.5 ns away from 
the time the muon crossed the chamber [2].

References
[1] "The OBDT board: A prototype for the Phase 2 Drift Tubes on detector electronics"
Javier Javier Sastre-Álvaro, Andrea Triossi, Antonio Bergnoli, Alessandro Griggio, David Redondo 
Ferrero PoS TWEPP2019 (2020) 115

[2] "CMS Technical Design Report for the Level-1 Trigger Upgrade"
CMS Collaboration-LHCC-2013-011, CMS-TDR-12, CMS-TDR-012

AM

MB1
MB

2

MB
3

MB
4



Longevity at GIF++
• GIF++ CERN facility used to certify existing and new detectors at the estimated HL-LHC  

conditions


• 14 TBq 137Cs source emitting 662 keV photons


• realistic environment: neutron-induced photons have an energy in the range 0.1–10 MeV. 


• long period of irradiation to study ageing


• periods with high momentum muon beam (100 GeV)


• allows detector performance studies in the presence of high radiation


• Facility extended in 2020 to allow more test space and to have a low intensity area (ideal for DT)

7

Chambers tested:

• CSCs: 1 ME1/1 and 1 ME2/1 

• DTs: 1 MB1, 1 MB2

• GEMs: 1 GE1/1, 1 GE2/1 

• RPCs: 1 RE2, 1 RE4, 1 iRPC large 

prototype 

• For DT irradiated 2 layers in MB2 
and the rest kept for reference


• A strong decrease of the gain was 
observed due to deposition of 
material on the anode wires


• Single hit efficiency in muon beam 
studies, at approx HL-LHC int. / 
inst. lumi (3600 fb-1 - 5∙1034 cm-2s-1) 
is around 75% 
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DT Ageing effects and Mitigation
• The measured single hit inefficiency will affect on the most 

exposed chambers in the DT detector (~10%): YB±2 MB1s and 
MB4 on the top of the detector


• This impact is reduced at different levels 

• Thanks to the multiple layers of a DT chamber: out of 8 r-𝜑 
layers, ≥ 3 are needed to build an offline segment


• Thanks to the handling of TDC hits in the backend in Phase-2


• The new algorithm are tested against ageing and failure 
scenario


• Thanks to the redundancy of the CMS muon system: in the 
region of the DTs most affected by ageing, there is a coverage 
of 3 DT/CSC stations + 4-5 RPC layers along the trajectory of a 
prompt muon


• Loss of hits in YB+/-2 MB1s has hence “just” a marginal impact 
on overall standalone muon reconstruction efficiency 

• Additionally, to reduce the neutron background on the top of the 
detector, a shielding has been installed during LS2 

• Layers of Borated Polyethylene + lead
8

2.4. Muon barrel trigger primitives 53

to account for detector/electronics effects and assumes a perfect inter chamber calibration.

Figure 2.18 (right) shows the efficiency to reconstruct a barrel SP and correctly assign its BX. It is
computed with respect to offline reconstructed segments geometrically matched with incoming
generated muons and no minimal quality threshold cut is applied to the SPs. Each bin of the
plot represents a ring, which refers to chambers from a given muon barrel wheel and a given
station. In case of no ageing, the TP efficiency is ⇠ 98% for DT-only primitives and increases
to above ⇠ 99% for combined DT+RPC SPs. In most of the detector, efficiency for DT-only TPs
remains higher than 90%, even if ageing is considered. The main exception being the efficiency
in MB1s of the external wheels which degrades significantly for DT-only triggers, because of
the reduced hit efficiency expected for those chambers. Anyhow, through the use of DT and
RPC combined SPs, it is possible to restore efficiency above 90% also in this critical region.

The spatial resolution for position and direction of the DT TPs, computed with respect to sim-
ulated hits, is presented in Fig. 2.19 (left) and Fig. 2.19 (right), respectively. The layout of the
plots is identical to the one used for Fig. 2.18 (right). As and example, MB2 stations show a
position resolution of ⇠ 0.3 mrad (⇠ 0.6 mrad) for the AM (HB) method, which reflects an
improvement of a factor of ⇠ 6 (3) with respect to the legacy TPs [34]. A similar improvement
is observed for the direction resolution, which is ⇠ 1 mrad (2 mrad) for the Phase-2 AM (HB)
TPs. The same conclusion holds for all stations. The different resolution between the AM and
HB algorithms is due to the chosen granularity for the HB method, driven by the optimization
criteria stated in [37], where it is shown that a higher resolution can be obtained with a finer
granularity, though using a larger amount of computational resources.
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Figure 2.18: Left: Timing distribution of muon TPs from the Analytical Method (AM) algo-
rithm, generated with and without enabling the combination into DT+RPC SPs. Results are
computed for muons with pT > 20 GeV with and without including detector ageing and fail-
ures. Right: Trigger segment efficiency of muon barrel primitives, measured both for the An-
alytical Method (AM) - with and without enabling the combination of DT+RPC SPs - and for
the Histogram Based Method (HB). The efficiency is computed with respect to reconstructed
segments matched geometrically with generator level muons with pT > 20 GeV. Results are
computed with and without including detector ageing and failures.
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The RPC electronic upgrade 
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RPC Link System upgrade (LS3)

RPC LB 

Upgrade

Upgrade Motivation

▶ CMS trigger system based on 25 ns 
sampling, despite intrinsic RPC resolution

▶ Data transmission speed 1.6 Gbps

▶ Control, diagnostic and monitoring of Link 
system designed based on CCU ring 
(combination of copper cable and =ber), 
very susceptible to electromagnetic 
interference

▶ CCU ring not very fast, 40MHz bandwidth 
shared between 12 control boards

▶ Most rad hard electronic components are 
obsolete   

▶ Electronic aging of Link system (13 years 
old by end of LS2)

FEB

FEB

FEB

Optic Links 

90 m @ 1.6 GHz

492 fibers (before 

splitting)

1376 Link Boards 

in 108 Boxes,

Steered by 216 Control Boards

Present Link Board System

LVDS cables Control & diagnostic 

(CCU chain) 40 MHzLink BoardLink BoardLink Board

Synchronization 

Unit & LMUX

Control Board

25/05/20ACES 202021

RPC Link System features and status

1. FPGAs are KINTEX-7

2. Muon hit time: 1.56 ns TDC timing resolution 

3. Master Link board output data rate : 10.24 Gbps 

4. Control Board communication with slow controller 
at 10.24 Gbps 

5. Embedded internal buOer (DDR3) : 1.28 Gbyte

6. Radiation mitigation: TMR + Internal Scrubbing

7. Scrub rate of entire FPGA (real time SEU detection 
and correction) : 13ms  (SEU rate at balcony : every 413000 ms) 

→ Initial validation of link board =nal prototype has started

Data Transmission 

Two FPGAs through 120m optical =bers:  

●  opening eye e8ciency: 50 - 55%  

●  stable error free (<10-14) during 48h 
     test runs

RPC Link system will be replaced in LS3: 

• Replace obsolete rad hard components and an ageing system (13 years old by end of LS2) with FPGA technologies 


• Radiation Mitigation is based on Triple Modular Redundancy (TMR) and internal scrubbing (SEM) techniques from Xilinx. 


• Scrub Rate of entire FPGA (Real time SEU detection and Correction): 13ms (31,770 times faster than the rate of SEU at the 
Balcony)


• Moving from 25ns sampling to recover the intrinsic RPC resolution with new TDC timing resolution of 1.56 ns 

• Replacing the control, diagnostic and monitoring, based on combination of copper cable and fibers (very susceptible to 
electromagnetic interference and slow - 40 MHz bandwidth) to a new slow controller at 0.24 Gbps.



RPC Longevity at GIF++
• Two chambers are continuously irradiated with two used as reference. 


• Two different types of chambers from old and new production (RE4 
produced in 2012- 2014) 


• Expected Integrated charge at HL-LHC 840 mC /cm2 

• Reached  78% for RE2 and 44% for RE4 

• Different parameters monitored

10

Longevity Setup & Procedure

q The	max.	background	rate	
expected	in	endcap region	

q Two	different	 types	of	chambers	
from	old	and	new	production	 (RE4	
produced	 in	2012- 2014)

q Two	chambers	are	continuously	
irradiated	&	two	used	as	reference.	

q Daily	measurements:
Current	&	rate	with	background

q Weekly	measurements:
Current	and	rate	at	different	
background	conditions	 and	
without	background

q 3- 4	times	per	year:	
Argon	Resistivity	measurements

q 3- 4	times	per	year	Test	beam:	
Detector	performance	
measurements	with	muon	
beam	at	several	background	
conditions

Setup	@	GIF++	since	July	2016:	
q 2	RE2	chambers	(Irrad.	&	Ref.)
q 2	RE4	chambers	(Irrad.	&	Ref.)

Reham Aly RPC2020 – 10-14th 2020, Rome, Italy 
4

HV	=	9.6	kV
total	Current

HV	=	6.5	kV	
Ohmic Current

RE2/2 Irradiated	dark	current	
RE2/2	IRR.	&	REF ohmic current RE2/2	IRR.	&	REF total current

q Ohmic and total current almost stable with time and after collecting 650 mC/cm2 of IC & in agreement with 
values before the irradiation for IRR. & REF. chambers.

Dark Current

Reham Aly RPC2020 – 10-14th 2020, Rome, Italy 
7

Efficiency vs HV gas @ Different TB

q Stable	Efficiency	at	different	ABS	and	
different	Integrated	charge	

q No	shift	observed	vs.	time	and	up	to	
background	rate	600	Hz/cm2

No	Evidence	of	any	aging	effect	has	been	observed	

Reham Aly RPC2020 – 10-14th 2020, Rome, Italy 
13	

Noise Rate & Strip profile
RE2/2	IRR.	&	REF	Noise	rate

q Noise	rate	&	strip	profile	are	almost	stable	with	time.
q Average	noise	rate	less	than	1	Hz/cm2

Reham Aly RPC2020 – 10-14th 2020, Rome, Italy 
8

RE2/2	IRR.	 Strip	profile

Total current and noise almost stable with time and 
after collecting 650 mC/cm2 

Average noise rate less than 1 Hz/cm2 

No shift in the efficiency curve  
observed vs. time and up to 
background rate 600 Hz/cm2 

Longevity Status 

RE2
q IRR.	In	3	July	2016
q Qint :	655	mC /cm2	

78	%		

RE4
q IRR.	In	25	Nov.	2016
q Qint :	366	mC /cm2	

44	%		

ü Expected	Integrated	charge	@HL-LHC		
840	mC /cm2

üAverage	Integrated	charge:	

Reham Aly RPC2020 – 10-14th 2020, Rome, Italy 
6



RPC gas mixture
• Gas mixture used in the RPC contains Tetrafluoroethane (C2H2F4), a greenhouse 

gas 

• Strong commitment from CERN to reduce greenhouse emission and expected 
limited production worldwide in the future


• Solution needed for the longtime operation of the RPC system at HL-LHC


• Recirculation system, to use only a small fraction of fresh gas


• Recuperation system to recover the greenhouse gas from exhaust


• Prototype0 installed in CMS in December 2019 and connected to RPC exhaust


• The system is running since January 2020 with an efficiency of about 100%


• recuperated C2H2F4 contains some impurities of iC4H10 or SF6 (under study)


• For this solution to be effective need to reduce gas leaks


• 82 Barrel RPC chambers leaky due to cracked or broken pipes. 


• RPC leak repair campaign has given the highest priority during LS1


• About 50 DT/RPC stations partially extracted and repaired 

• Study ongoing on alternative gas mixtures 11



The iRPC Project

12

  

       improved-RPC design and specifications

6

        Double gap RPC design  iRPC design including the readout 
electronics

To increase the RPC rate capability, various factors have been  helpful:

➢ Resistivity and thickness of the electrodes
➢ Gas gap thickness
➢ New front-end electronics
➢ Readout double coordinate – XY position (2D sensitivity)
➢ strips are readout from both ends (2D) 

Priyanka                                                                   RPC2020 – 10-14th 2020, ROME, Italy

• Installation of 72 iRPC with increased rate capability by a factor of ~3: 

• Lower Electrodes thickess: 1.4mm 


• Reduce the recovery time 

• Increase in efficiency of extracting the pickup charge from the avalanche charge. 


• Decrease Gas Gap thickness to 1.4mm 


• reduces the fast growth of pickup charge of the ionization avalanches 


• lowers the operational high voltage making system more robust than before


• less chance of ageing. 


• Electronic Thresholds at 50 fC  

• Lower threshold electronic helps to provide better sensitivity to reduce charge 


• Improved performance providing measurements in 2D  

• strips are readout from both ends 

  7

HPL Resistivity: 0.9-3 x 1010 Ωcm

Electrodes thickess: 1.4mm 
➢ Reduce the recovery time
➢ Increase in efficiency of extracting the pickup charge from the avalanche charge.

  
Gas Gap thickness: 1.4mm 

➢ Reduce the fast growth of pickup charge of the ionization avalanches and lower the operational high 
voltage making system more robust than before – less chance of aging.

Electronic Threshold
➢ 50fC – Lower threshold electronic helps to provide 

better sensitivity to reduce charge

       iRPC design and specifications – contd. 2

All these specifications are helpful in increasing the rate capability by a factor of ~3.

iRPC requirements for HL-LHC

Specification RPC iRPC

   |η| coverage        0-1.8     1.9-2.4 

     Max. expected rate 
(safety factor 3 included)

    600 Hz/cm2    2 kHz/cm2

  Max. Integrated charge 
(safety factor 3 included)

   ~ 0.8 C/cm2   ~ 1 C/cm2

High Pressure Laminate 
thickness

      2 mm     1.4 mm

Number and thickness of 
           gas gap

   2 and 2 mm  2 and 1.4 mm

       Resistivity (Ωcm)      1 - 6 x 1010   0.9 - 3 x 1010

      Charge threshold         150 fC       50 fC

  Dimension of chamber    10 degrees     20 degrees

Fiber optics box installed back 
of YE-3 and Y+3 

Gas impedance boxes

RE-3/1 FO

RE-4/1 FO

RE4.1 Cooling 

• Services are being installed in L2 

• Installation possible before LS3 in a 
YETS 23/24 



The CSC Upgrade (in a nutshell..)

• Refurbishment needed of the detector electronics  

• old CFEBs  do not have enough buffering for 
chambers closest to beamline (180/540 chambers)


• Longer L1 trigger latency: required for new track 
trigger 


• Output bandwidth (ALCT, DCFEB, ODMB, FED) and 
pipeline length (ALCT) not sufficient 


• GBTx programming to mitigate EEPROM failures 
experienced in 2017 in high-occupancy CSCs (ME1/1) 


• Upgrade being done mainly in LS2 (2019-2021):


• On-chamber electronics (DCFEB, ALCT, LVDB)


• 180 chambers brought to the surface, 
refurbished and installed back in the detector  

• Trigger Motherboard (OTMB), Services (LV, HV),  
GEM-CSC link 
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• Motivated by upgrade of the LHC:


✓ Buffer overflows in CFEBs in forward region 
cause large inefficiencies (100% loss in ME2/1)


✓ Longer latency trigger


✓ Memory limitations in ALCT FPGAs


✓ Insufficient bandwidth in DMBs


✓ Certain components not radiation-hard

 6

Upgrade of the CSC System

 ICHEP 2020  6

• CSC detectors will be upgraded during LS2 and LS3 to maintain excellent muon 
detection capabilities for CMS physics


✓ New electronics boards (>1300)


✓ Trigger data will be sent from GEMs  to CSCs via optical links


✓ Environmentally friendly gas mixtures (p17)

Dedicated Talk: “Upgrade of the CMS Cathode Strip Chambers for the HL-LHC”  
by Sven Dildick

CSC Chamber  
installation



The GEM Upgrade (in brief)
• Micro-Pattern Gas Detectors (MPGD) was chosen as ideal tools 

for the upgrade Forward Muon Spectrometer in CMS


• Rate capabilities: up to O(MHz/cm2)  

• Single-chamber efficiency > 97 % for mips 

• High spatial and good time resolution 

• High resilience to detector ageing  

• Triple-GEM technology validated at GIF++ for all the CMS 
GEM projects with a Safety Factor 5.5 or higher 

14

GEM in CMS: integration plans

31 July 2020

GE1/1

Giovanni Mocellin - ICHEP 2020

Slice Test = commissioning of
5/72 GE1/1 detectors in CMS

Installation of GE1/1 during
Long Shutdown 2

Slice Test

ME0

GE2/1
GE1/1

GE2/1 & ME0 installed by
end of Long Shutdown 3

Today

2017 2019-2020

LS2

2025-2027

LS3: HL-LHC

First GEMs in CMS… …GEM CMS subsystem… …GEM expansion pack!

5/13

CMS GEM upgrades 

27/05/20

2

Ø Detector	technology:	Triple-GEMGE1/1

Current	installation	 time	
windows	for	GE2/1

ME0	Electronics	built

GE2/1ME0

GE1/1	installation
Triple GEM 
technology

• GE 1/1 is being installed in LS2


• Dedicated talk “Commissioning and prospects of first GEM station at the 
CMS experiment” by G. Mocellin 

• GE 2/1 and ME0 will be installed in LS3


• Details available in the talk “Electrical Discharge Mitigation Strategies 
for Future CMS GEM Systems GE2/1 and ME0” by E. R. Starling

Effective Gas Gain Evolution

15/10/19 12Davide Fiorina (UniPV) on behalf of the CMS Muon Group - IPRD2019 14-17 October 2019 - Siena, Italy

𝑮𝒂𝒊𝒏 ൌ
𝑰𝒂𝒏࢕𝒅
𝒆 𝒏૙𝑹

No Effective Gas Gain 
loss up to 1560 mC/cm2

• GE2/1 validated with SF=520
• GE1/1 validated with SF=260

• ME0 validated with SF=5.5

Fallavollita F, 2018, Triple-Gas Electron Multiplier technology for future upgrades of 
the CMS experiment: construction and certication of the CMS GE1/1 detector and 
longevity studies, CERN Ph.D. thesis, CERN-THESIS-2018-349.



GEM + CSC Trigger
• GEM + CSC upgrade will have a string impact to improve the forward trigger 

generation


• Combine CSC and GEM information  

• New CSC electronic design will allow receiving trigger primitives from GEM 
neighbouring muon system to form CSC+GEM “super-primitives" 

• boost segment-finding efficiency  

• disentangle combinatorial “ghosts” in CSCs (short strips in GEMs) 


• improve muon direction within a single station 

15

25/05/20ACES 202017

GEM-CSC trigger

GE1/1 and GE2/1 next to CSC chambers:

▶combine CSC and GEM information

▶boost segment-=nding e8ciency

▶disentangle combinatorial “ghosts” in CSCs 
(short strips in GEMs)

▶muon direction within a station

→ large physics impact: 
     Higgs, EW measurements 
     and new physics searches 
     (e.g. long-lived par1cles 
      decaying to muons)

60 Chapter 2. Inputs to the L1 trigger system: the trigger primitives generation
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Figure 2.21: Comparison of the L1T track segment efficiency in the endcap for various scenar-
ios: Run-2 algorithm at PU0 (red) and PU200 (orange), Phase-2 algorithm at PU200 (green),
GEM-CSC algorithm at PU200 (black) and PU300 (blue). Left: ME1/1 station. Right: ME2/1
station. The efficiency loss in ME1/1 near |h| ⇠ 2.1 is caused by a discontinuity in the cathode
strip readout. The efficiency losses in ME2/1, near |h| ⇠ 1.8 and 2.05, are due to missing wires
at the edges of high voltage sectors.
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Figure 2.22: Resolution of the muon direction in the EMTF for ME1/1 and ME2/1 stations.
Muons are simulated with a transverse momentum pGEN

T,µ between 9 and 11 GeV, absolute ra-
pidity hµ between 2.05 and 2.15 and an absolute value of the impact parameter dxyµ between
10 and 50 cm. For each chamber type or chamber combination in the legend, the relevant h
range is given in brackets. Left: CSC without GEMs. Right: CSC with GEMs (GE1/1, GE2/1,
ME0).

Following the design of the ME0 electronics scheme, an ME0 track segment builder algorithm
will be developed and tested in realistic simulation conditions, and will be deployed onto
ATCA processors.

2.6 External Triggers
The Global Trigger (Section 3.7) finds the trigger decision through the parallel evaluation of
O(1000) trigger algorithms based on trigger objects reconstructed by the muon, calorimeter,
track and particle-flow triggers. Additionally, the Global Trigger may receive a small number
of simple ”external” condition signals that may either be directly used as additional trigger
algorithms or may be used as additional conditions in regular trigger algorithms.



Summary
• The CMS Muon System is ongoing a huge upgrade toward HL-HLC 

• Addition of new detectors 

• Major electronic upgrade of existing detectors


• Ability to withstand the HL-LHC environment, keeping the excellent 
achievements of the actual system and:


• improve timing resolution


• extend η coverage


• improve triggering 


• improve radiation tolerance


• Longevity of all the detectors assured with long term testing at GIF++ 

• Part of the Phase-2 Upgrade will be already in place for Run3: 

• GEM GE 1/1 Rings


• CSC on-detector electronic refurbishment


• Services for new iRPC


• DT Phase-2 demonstrator 16
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Figure 3.22: Left: Trigger efficiency for muons with L1 pT > 20 GeV as a function of the
generator-level pT. The efficiency for muons reconstructed with the Phase-1 algorithm is also
shown for comparison. Right: Trigger efficiency for muons reconstructed with various L1 pT
thresholds.
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Figure 3.23: Trigger efficiency for muons as a function of the generator-level h. Left: Effi-
ciency with L1 pT > 20 GeV. Right: Efficiency with L1 pT > 5 GeV. The efficiency for muons
reconstructed with the Phase-1 algorithm is also shown for comparison.

tion of the impact parameter dxy. The maximum of the vertex-constrained and unconstrained
L1 pT values is assigned to the displaced muons, whereas simply the vertex-constrained L1 pT
is assigned to the prompt muons. The efficiency is calculated from a high-PU Phase-2 muon
sample with uniform pT, h, and dxy distributions in the ranges [2,100] GeV, [�3,3], and [0,3] m,
respectively. The KBMTF algorithm improves the efficiency by an order of magnitude at 80 cm
track displacement from the vertex. The plot on the right shows the KBMTF efficiency as a
function of the generated muon pT, calculated from the same simulated sample of displaced
muons for various intervals of the impact parameter. In this sample, the muon is not produced
by another particle in a physical process and thus it is assigned the time of the primary vertex.
This leads eventually to wrong BX assignment for large impact parameter. Therefore, raising
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Figure 3.33: Left: endcap trigger rate comparison of the Phase-1 EMTF and the Phase-2
EMTF++ algorithms as a function of pT threshold for events with PU=200. Right: Trigger rate
comparison as a function of PU for a pT > 20 GeV threshold.

muon patterns. Figure 3.31 (right) shows these patterns.

The TP information in the stations from stubs that satisfy a displaced pattern are input to a NN
that in this case has been trained to perform a regression that returns simultaneously values
for 1/pT and d0 for displaced muons. The NN configuration used is the same as for prompt
muons, using 3 hidden layers with 30/25/20 nodes each. Batch normalization is inserted after
each layer, including the input layer. A total of 23 inputs are used in the NN, these are:

• 6 Df quantities between stations: S1-S2, S1-S3, S1-S4, S2-S3, S2-S4, S3-S4
• 6 Dq quantities between stations: S1-S2, S1-S3, S1-S4, S2-S3, S2-S4, S3-S4
• 4 bend angles: set to zero if no CSC stub is found and only RPC stub is used
• For ME1 only: 1 bit for front or back chambers and 1 bit for inner or outer h ring
• 1 track q taken from stub coordinate in ME2, ME3, ME4 (in this priority)
• 4 RPC bits indicating if ME or RE stub was used in each station (S1, S2, S3, S4)

At the time of this writing, information from the new Phase-2 detectors (GE1/1, GE2/1, ME0,
iRPC) has not been incorporated into the study, neither the more precise CSC bend informa-
tion described above. As such, this study is geared towards possible implementation of this
algorithm during Run-3. An update to incorporate new Phase-2 detector information is in the
works. Still, the already positive conclusions on triggering on standalone displaced muons in
the endcap with only the Phase-1 detectors, as shown below, is bound to improve significantly
when all Phase-2 information is included.

Figure 3.34 shows, for events with single muons and no pileup, the q/pT and the d0 resolutions
as determined by the NN estimate of these quantities. The pT resolution is about 60%, which is
large compared the 20% resolution obtained from EMTF++ for prompt muons. A bias towards
under measuring the pT can be observed. However, the d0 resolution is very good, ⇠ 5 cm.
Figure 3.35 shows the trigger rates of the displaced muon algorithm for 200 PU events. In
order to keep the rates at approximately the same 10 kHz level as those from prompt muons,
reasonable L1 thresholds of, for example, pT > 20 GeV and |d0| > 20 cm can be applied. The
figure also shows the efficiencies as a function of pT, h, and d0 for displaced muons in events
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The iRPC electronic

• The detector response to background particles, 
known as Sensitivity S(E) is calculated using 
GEANT4 simulation 


• Sensitivity increases rapidly at high energy 
because at low energy secondary charged 
particles don’t have enough energy to reach the 
gas volume. 


• Using Sensitivity and FLUKAs simulation the expected 
hits rates are calculated 


• iRPC validated at GIF++ with background rate at  
~2 kHz/cm2  

• Efficiency of more than 95% is obtained.


• used FEBv1 with FPGA Cyclone V


• irradiation test are planned for September 2020 
and then again in 2021 with the final rad-hard 
version

18

  

● iRPC validated at GIF++ with background rate at ~ 2 kHz/cm2.

                 Performance of iRPC at GIF++

➢ Efficiency of more than 95% is obtained.

Priyanka                                                                   RPC2020 – 10-14th 2020, ROME, Italy

12

  
8

                           iRPC sensitivity

 

● Since the geometry is new, so we developed a new sensitivity of the detector using  Geant4  
simulation toolkit.

● The detector response to background particles, known as Sensitivity S(E) is defined 
                                  
                                N

HIT

                                    N 
BG

Priyanka                                                                   RPC2020 – 10-14th 2020, ROME, Italy

S (E) = (E)

➢ The sensitivity is a function of energy of different 
particles because at different energies, different 
processes are responsible for production of secondary 
ionisation.

➢ iRPC sensitivity studied with different particles that 
compose the CMS background at the expected HL-LHC 
spectra.

➢ Sensitivity is increasing rapidly at high energy because at low energy secondary 
charged particles don’t have enough energy to reach the gas volume.

  
9

    Background rate study of iRPC at HL-LHC

MC simulation of the background rate expected in the endcap RE3/1 and RE4/1 station during HL-
LHC as a function of the distance (R) from the center of the CMS beam pipe 

 

Hit rate R(E) = ФCMS

bkg
(E) x S(E)

     Ф(E) -> incident particles flux estimated using FLUKA  simulation, and  S(E) is the detector       
  
sensitivity using Geant4  simulation.

Priyanka                                                                   RPC2020 – 10-14
th

 2020, ROME, Italy

25/05/20ACES 202024

RE34/1 FE electronics validation

FEBv1



Phase 2 L1 Muon Trigger in the Endcap
• The final combination of existing detector upgrade 

and new detectors strongly enhance the CMS 
trigger in the forward region 

• Improved efficiency 

• Linear increase of the rate with PileUp 

• Large physics impaction the CMS physics potential : 
Higgs, EW measurements and new physics searches 
(e.g. long-lived particles decaying to muons) 

19

2.5. Muon endcap trigger primitives 59
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Figure 2.20: Architecture for the muon overlap and endcap trigger primitives. RPC endcap
clusters are sent to the overlap muon track finder (OMTF) and endcap muon track finder
(EMTF) through the RPC backend system. CSC TPs are produced in the trigger motherboard
(TMB) and are also sent to the OMTF and EMTF through the muon port card (MPC). GEM pad
clusters are sent directly to the OTMB and to the EMTF via a GEM concentrator card. The EMTF
also receives ME0 segments and iRPC clusters through their respective backend systems.

ME1/1 and ME2/1.

As described in Section 2.4.4, the improved time resolution is an important aspect of the up-
grade program as it allows us to develop new trigger algorithms such as the HSCP algorithm
described in Section 3.3.5. The most granular time information in the muon endcap TPs comes
from the RPC clusters. Their time resolution, shown in Fig. 2.23, is slightly better than the
barrel muon TPs due to the fact that the endcap RPC chambers have shorter strips than the
barrel ones and that the 2D readout of iRPC chambers completely suppress the uniform smear-
ing originating from signal propagation along the strips. The timing simulation is performed
under the conditions described in Section 2.4.4. Recent measurements performed on iRPC pro-
totypes have shown time resolutions below 500 ps [43] by using an improved version of the
front-end electronics that could not be included in the simulation.

2.5.6 Future improvements

The upgrades to the CSC trigger system discussed in Sections 2.5.3 and 2.5.4 are currently being
studied for implementation in the firmware during LS2 or during Run-3 data-taking. The CSC
backend system will be upgraded to read out GEM-CSC LCTs with CSC information partially
missing. Research into possibilities to trigger on exotic signatures from long-lived particles
with more than 2 LCTs per chamber and per BX is also ongoing.

The possibility of matching the (i)RPC clusters with CSC TPs and complementing them with
the sub-BX timing information will be studied. This would greatly improve the 25 ns time
resolution of the CSC TPs and could be used to spot the ones that are not compatible with the
expected time arrival of prompt muons, lowering thus the muon track finder rates. Another
possible gain of combining iRPC with CSC TPs is to remove ghost signals in the latter arising
if two or more hits occur in a given CSC chamber within ± 1 bunch-crossing. Thanks to its 2D
readout, iRPC does not suffer from combinatorial ambiguity inherent to the two independent
1D readouts. Even though a common CSC+(i)RPC backend is not part of the baseline scenario,
this combination could potentially be performed later in the hardware chain.
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Figure 3.33: Left: endcap trigger rate comparison of the Phase-1 EMTF and the Phase-2
EMTF++ algorithms as a function of pT threshold for events with PU=200. Right: Trigger rate
comparison as a function of PU for a pT > 20 GeV threshold.

muon patterns. Figure 3.31 (right) shows these patterns.

The TP information in the stations from stubs that satisfy a displaced pattern are input to a NN
that in this case has been trained to perform a regression that returns simultaneously values
for 1/pT and d0 for displaced muons. The NN configuration used is the same as for prompt
muons, using 3 hidden layers with 30/25/20 nodes each. Batch normalization is inserted after
each layer, including the input layer. A total of 23 inputs are used in the NN, these are:

• 6 Df quantities between stations: S1-S2, S1-S3, S1-S4, S2-S3, S2-S4, S3-S4
• 6 Dq quantities between stations: S1-S2, S1-S3, S1-S4, S2-S3, S2-S4, S3-S4
• 4 bend angles: set to zero if no CSC stub is found and only RPC stub is used
• For ME1 only: 1 bit for front or back chambers and 1 bit for inner or outer h ring
• 1 track q taken from stub coordinate in ME2, ME3, ME4 (in this priority)
• 4 RPC bits indicating if ME or RE stub was used in each station (S1, S2, S3, S4)

At the time of this writing, information from the new Phase-2 detectors (GE1/1, GE2/1, ME0,
iRPC) has not been incorporated into the study, neither the more precise CSC bend informa-
tion described above. As such, this study is geared towards possible implementation of this
algorithm during Run-3. An update to incorporate new Phase-2 detector information is in the
works. Still, the already positive conclusions on triggering on standalone displaced muons in
the endcap with only the Phase-1 detectors, as shown below, is bound to improve significantly
when all Phase-2 information is included.

Figure 3.34 shows, for events with single muons and no pileup, the q/pT and the d0 resolutions
as determined by the NN estimate of these quantities. The pT resolution is about 60%, which is
large compared the 20% resolution obtained from EMTF++ for prompt muons. A bias towards
under measuring the pT can be observed. However, the d0 resolution is very good, ⇠ 5 cm.
Figure 3.35 shows the trigger rates of the displaced muon algorithm for 200 PU events. In
order to keep the rates at approximately the same 10 kHz level as those from prompt muons,
reasonable L1 thresholds of, for example, pT > 20 GeV and |d0| > 20 cm can be applied. The
figure also shows the efficiencies as a function of pT, h, and d0 for displaced muons in events
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both in terms of efficiency and rates. While several elements of the algorithm lend themselves
to further optimization, the implementation presented here already achieves the desired per-
formance. A discussion on firmware considerations regarding algorithm is provided below.
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Figure 3.32: Efficiencies for endcap single muons (|h| < 2.4) in PU=200 events. As a function
of generated muon pT for L1 pT > 20 GeV (top left) and for L1 pT > 5, 10, 20 GeV (top right).
As a function of h for muons with pT > 20 GeV and a L1 pT > 20 GeV (bottom left) and for
muons with 5 < pT < 20 GeV and a L1 pT > 5 GeV (bottom right).

Displaced muons

The algorithm studied for standalone displaced muons in the endcap region is similar to the
one described above for prompt muons. However, given that the trajectories of displaced
muons in the muon detectors deviate significantly from those of prompt muons, new displaced
patterns are needed. Simulated samples of single muons that cover the relevant phase space are
used, with generated flat spectra in 1/pT for 2 < pT < 200 GeV, in d0 transverse displacements
from 0 to 120 cm, in 1.2 < |h| < 2.4, and in |z0| < 30 cm.

The number of patterns tested as a possible working point is the same as that of the prompt
muons, but the pattern strategy is somewhat different, with the requirement that pT > 14 GeV
and the binning is done in 9 bins of impact parameter d0, from �120 to 120 cm and not in pT.
The same 6 h zones are retained for a total of 54 patterns per 0.5-degree in f, as for the prompt
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both in terms of efficiency and rates. While several elements of the algorithm lend themselves
to further optimization, the implementation presented here already achieves the desired per-
formance. A discussion on firmware considerations regarding algorithm is provided below.
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Figure 3.32: Efficiencies for endcap single muons (|h| < 2.4) in PU=200 events. As a function
of generated muon pT for L1 pT > 20 GeV (top left) and for L1 pT > 5, 10, 20 GeV (top right).
As a function of h for muons with pT > 20 GeV and a L1 pT > 20 GeV (bottom left) and for
muons with 5 < pT < 20 GeV and a L1 pT > 5 GeV (bottom right).

Displaced muons

The algorithm studied for standalone displaced muons in the endcap region is similar to the
one described above for prompt muons. However, given that the trajectories of displaced
muons in the muon detectors deviate significantly from those of prompt muons, new displaced
patterns are needed. Simulated samples of single muons that cover the relevant phase space are
used, with generated flat spectra in 1/pT for 2 < pT < 200 GeV, in d0 transverse displacements
from 0 to 120 cm, in 1.2 < |h| < 2.4, and in |z0| < 30 cm.

The number of patterns tested as a possible working point is the same as that of the prompt
muons, but the pattern strategy is somewhat different, with the requirement that pT > 14 GeV
and the binning is done in 9 bins of impact parameter d0, from �120 to 120 cm and not in pT.
The same 6 h zones are retained for a total of 54 patterns per 0.5-degree in f, as for the prompt



Status of CSC Phase-2 Installation

• ME-X/1 refurbishment was just about to begin at CERN shutdown from March 
18th to June 2nd 


• CERN starting back up again: ME-X/1 refurbishment will be shifted by 2.5 month 
and extended by 2 months 


• ME-2/1 reinstallation started July 21 
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• Work streams 1-3 fully completed before COVID19; 4th work stream (ME-X/1 
refurbishment) was just about to begin


• CERN shutdown from March 18th to June 2nd


• CERN starting back up again: ME-X/1 refurbishment will be shifted by 2.5 month 
and extended by 2 months


• ME-2/1 reinstallation started July 21

 12 ICHEP 2020  12

Status of Phase-2 Installation
• Chambers are extracted from the 

cavern to CSC lab at SX5 (surface)

 11

Electronics Refurbishment

 ICHEP 2020  11

• On-chamber electronics boards are 
replaced and tested in CSC lab at SX5


• Crew of ~20 people involved in 
refurbishment



DT Slice Test HW components and layout
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𝜑1 MB1𝜑2 𝜃

𝜑1 MB2𝜑2 𝜃

𝜑1 MB3𝜑2

𝜑1A MB4𝜑2A 𝜑1B 𝜑2B

YB+2 S12
Legacy RO/trigger chain

Legacy minicrates 
(RO / trigger segments)

one per ch.

CUOF (RO) CUOF (TRG)

exp. cavern

service cavern

uROS TwinMux

(*) further trigger segment processing

(*)

DAQ DAQ L1T

AM7

OBDTOBDT

Slice Test RO/trigger chain

OBDT

exp. cavern

service cavern

AM7

DAQ

OBDTOBDTOBDTOBDT
OBDTOBDT

OBDTOBDTOBDT

AM7 AM7 AM7

OBDT: prototype board performing <1 ns 
time digitization in FPGA of chamber 
signals. Core of the new on-detector 
electronics.


Selection of final back-end boards ongoing (most of the 
ones used for L1T upgrade could work). 

Presently using phase-1 board (TM7) also for phase-2, for 
two purposes: slow control (MOCO) and trigger segment 
generation (AM algorithm) / event building (AB7)

AB7 functionalities: 
-process data from up to 3 OBDTs

-generates trigger primitives

-performs event matching and

(Virtex 7 XLXXC7VX330T-3FFG1761E)



GEM Integration Timeline
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GE 2/1
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ME0 
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GE1/1

12

ME0:	Very-Forward	Muon	Tagger

July	29th,	2020Elizabeth	Rose	Starling	– ICHEP	2020

• 18	staggered	stacks	per	endcap
• Each	chamber	spans	20°,	like	GE2/1
• Each	chamber	is	a	single	module	with	two	
GEBs,	like	GE1/1
• 6	layers	/	chambers	per	stack
• 128	strips	/	8	eta	partitions	per	chamber
• >	650,000	channels

Elizabeth Rose Starling 
ICHEP 2020


