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Separation of W/Z hadronic decay

2Particle Flow Calorimetry
for Best Jet Energy Reconstruction

• Physics with jets at future e+e- collider experiments requires 
unprecedented jet energy resolution of 3-4% 

• Particle Flow Algorithm (PFA) 
• Measurements with best suited detectors depending on particle type

• Charged particles → tracker
• Photon →  ECAL
• Neutral hadrons → HCAL

• PFA requires reconstruction of all visible particles in a jet with
• Highly granular calorimeters 
• High precision tracker

Conventional calorimetry Particle flow calorimetry MC

Particle Flow Calorimetry Felix Sefkow   

Ideal jet energy resolution

• Numerical example: Ejet = 100 GeV 
– photons 30 GeV 
– hadrons 70 GeV 

• charged particles 60 GeV 
• neutral hadrons 10 GeV 

• Classical case 
• Ejet = EECAL + EHCAL  
• σjet = 15% √30 ⊕ 55% √70 =                 

0.8 ⊕ 4.6 = 4.7 = 47% √100 

• Particle flow case: 
• Ejet = Etracks + Ephotons + Eneutr.had 
• σjet = 0 ⊕ 15% √30 ⊕ 55% √10 = 

0.8 ⊕ 1.7 = 1.9 = 19% / √100

26

σ
(p

)/p
 

E [GeV] 

Performance of subdetectors

Mark Thomson 8

The o p  recon r c ed par icle

100 GeV Jet

neutral hadron
charged hadronphoton

Ø If i  all ork
� Reconstruct the individual 

particles in the event.
� Calorimeter energy resolution

not critical: most energy in
form of tracks.

� Level of mistakes in associating 
hits with particles, dominates   
jet energy resolution.

CERN, 17/2/2011

Particle flow reconstruction

Nucl.Instrum.Meth. A611 (2009) 25-40

5

tracking imperfections, leakage and confusion. The per-
formance is compared with the resolution obtained with a
traditional approach from calorimetric information alone.
Even at jet energies as high as 500 GeV, where confu-
sion, also shown separately, becomes dominant, particle
flow brings in a significant improvement. Note that the
degradation at high energies is also due to leakage, which
a↵ects the purely calorimetric measurement much more
severely. A particular strength of high granularity is the
possibility to use topological information such as the re-
constructed starting point of the shower for the estima-
tion of leakage. This has not yet been exploited here and
has the potential to mitigate the e↵ects further.

In the framework of studies for CLIC (Linssen et al.,
2012), it was shown that the required jet energy resolu-
tion can be achieved with the PFlow technique for jet en-
ergies up to 1500 GeV. The studies (Marshall et al., 2013)
also demonstrate that missing transverse momentum can
be measured with a similar precision as jet energy, and
that fake missing momentum (in one coordinate) is lim-
ited to 1 – 2% of the event energy.

Both detector concepts developed for the ILC, ILD
and SiD, (Behnke et al., 2013), and in modified ver-
sions for CLIC (Linssen et al., 2012), have their design
based on the particle flow paradigm. PFlow demands a
highly e�cient tracking system. In order to separate the
particles, it calls for extremely compact electromagnetic
calorimeters – to keep the Molière radius small – and for
unprecedented fine calorimeter granularities. To isolate
photons and resolve the sub-structure of hadron showers,

FIG. 4 Empirical form of the simulated ILD jet energy reso-
lution as a function of energy. Also shown is the contribution
from confusion, and, for comparison, the resolution obtained
from the ILD calorimeter alone, and that of an ideal calorime-
ter with given parameters. From (Thomson, 2009).

transverse and longitudinal cell sizes in ECAL and HCAL
must be of the order of a radiation length X0, resulting
in channel counts of 107 � 108. Both ECAL and HCAL
must fit inside the magnetic coil, in order not to looe con-
tinuity in tracking the shower evolution. The radial and
longitudinal distance of the calorimeter from the interac-
tion point and the magnetic field should be large to allow
separation of shower components. For the same relative
change, the dependence on radius is stronger than on the
field, but then cost considerations need to be folded in,
as well. The main di↵erence between ILD and SiD is that
ILD has chosen to favour a larger radius tracking system
with a time projection chamber (TPC) and a smaller
field, while SiD follows a more compact design with an
all-silicon tracker and a higher field. At CLIC energies,
leakage becomes more important. Since the radius of the
coil is limited by technical and cost considerations, tung-
sten is chosen as the HCAL barrel absorber material to
ensure su�cient shower containment. The calorimeter
technologies, however, are very similar for all cases and
have motivated a common R&D and validation e↵ort.

C. Validation approach

The detector requirements imposed by the particle flow
principle – high field, large size, dense materials, fine
segmentation – drive the cost of the resulting detector
systems far beyond that of previous e+e� collider exper-
iments. A careful optimisation is thus mandatory, and
the quest for an experimental validation of the perfor-
mance potential held by the particle flow approach is
highly motivated.
It has been suggested to directly test the jet energy per-

formance in test beams by creating bundles of particles
from a primary beam hadron impinging on a thin target.
Leaving aside the di↵erences in particle momenta and
multiplicity, or energy density, between these ”jets” and
those generated in quark fragmentation at the same pri-
mary energy, such an experiment would have prohibitive
cost, as simulation studies have shown (Morgunov, 2009).
For particle flow reconstruction magnetic momentum
spectroscopy and large acceptance are indispensable.
Consequently the experimental strategy must be to

validate the critical ingredients of particle flow calorime-
try individually. First of all, the need for high granu-
larity has spurred the development of novel calorimeter
read-out technologies, such as large area silicon diode ar-
rays, silicon photo-multipliers (SiPMs) for optical read-
out, 2D-segmented resistive plate chambers and micro-
pattern gas amplification structures. Large scale proto-
types have been built and high statistics test beam data
have been collected over several years in a worldwide
e↵ort organised by the CALICE collaboration (Adlo↵
et al., 2012a). The goals were to test the new technolo-
gies and demonstrate their performance, to validate the

3-4% jet energy resolutions!
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3CALICE Highly Granular Calorimeters
for PFA-baed Calorimetry

• Goal of CALICE collaboration 
• Development of PFA-based high granularity 

calorimeters for future collider experiments

• Several technology options to realise PFA 
calorimeters 

• See previous talk by V. Boudry(#625) for 
technical implementation of CALICE calorimeters

2.1. ILC Detector Research and Development

Figure I-2.1
Tree of electromagnetic
calorimeter technolo-
gies -ECAL- (left) and
hadron calorimeter
technologies -HCAL-
(right).

PFA CalorimeterPFA Calorimeter

ECALECAL HCALHCAL

TungstenTungsten
TungstenTungsten IronIron

Silicon Scintillator

analoganaloganalog digitaldigital analoganalog digitaldigital

MAPS Scintillator RPC GEM 
Micro

megas

and tertiary vertices depends on the impact parameter resolution and the track reconstruction
capability. These in turn are related to the single point resolution of the sensors, the location of the
first measurement, and the overall occupancy in the detector. To meet the ILC requirements this
leads to fine pitch, low-mass pixel vertex detectors as close to the interaction point as possible. The
material budget desired is about 0.1% X0 per layer for the vertex detector and less than 1% X0 per
layer for a silicon tracker. For a TPC the material budget is accumulated in the end plates and a
material budget of 30% X0 per endplate is the goal. The ILC concept detectors have not decided on
a baseline technology for the vertex detector and all technology options are considered common and
are described in more detail in the next section.

To achieve an ultra low-mass detector configuration, a unique feature of the ILC machine is
exploited. The ILC time structure results in collisions of bunches at the interaction point every 308 ns.
Bunch trains consisting of 2820 bunches in each beam pass through the interaction point five times
per second. Consequently, the bunch trains are about one millisecond long, separated by about 199
milliseconds. The detector can thus be put in a quiescent state for 199 out of 200 milliseconds at the
machine repetition rate of 5 Hz, since there are no interactions during this period. This is referred to
as “power-pulsing”. Allowing for transient times, to turn the detector “on and o�” and starve the
system of power, power-pulsing could lead to an overall reduction in power consumption of nearly a
factor of hundred. This feature is employed by both detector concepts. One of the most significant
benefits of power-pulsing is that the vertex and tracking detector does not need active cooling. This
significantly lowers the overall mass budget for these detectors, which is crucial for obtaining the
required resolutions. It is expected that a heat load of about 20W for the barrel vertex detector can
be removed using forced convection with dry air.

The feasibility of power-pulsing has already been demonstrated for several technologies. System
tests at full magnetic field strengths and an evaluation of the mechanical stability under pulsed power
still need to be performed. Test are being planned by both detector concepts of detectors with
balanced load lines in high magnetic fields to measure the detector alignment stability.

2.1.2 Vertex Detector Technologies

Within the ILC many di�erent pixel sensor technologies are being studied. Integration of the sensing
node with front-end signal processing circuitry in a single unit is a key characteristic shared by
many e�orts. The aim is to go to very small pixel size for superior impact parameter resolution and
minimisation of pattern recognition ambiguities, ultra-thin detectors to minimise the material budget
and low power to eliminate the need for active cooling. The Monolithic Active Pixel Sensor (MAPS)
technology implements a high density matrix of pixels with signal processing circuitry on the same

Detectors: Detectors at the ILC:
Challenges, Coordination and R&D

ILC Technical Design Report: Volume 4, Part I 23

Si-ECAL Sc-ECAL AHCAL SDHCAL 
DHCAL

ALICE FOCAL
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4

• Physics prototypes 
• Full-layer test beam prototypes for proof-of-principle of high-granularity calorimeter concept

• Technological prototypes 
• Demonstrate good performance with more “realistic” implementation (embedded electronics, power pulsing, mechanical structure,…)
• For recent progresses, see previous talk by V. Boudry(#625) 

SiW-ECAL 
• Si-sensor (10000 cells 

(1×1cm2 each))
• Analogue readout
• Tungsten absorber
• 30 layers (24X0, 1λ)

MC

Particle Flow Calorimetry Felix Sefkow     Tokyo, March 11, 2016 

Test beam prototypes

37

Figure 1: An photograph of the prototype in front of the CALICE AHCAL.

The four edges of each strip were polished to precisely control the strip size and give good sur-104

face reflection. From a randomly chosen sample of twenty strips, the measured mean (±standard105

deviation) of the widths, lengths and thicknesses were 9.85(±0.01)mm, 44.71(±0.04) mm, and106

3.02(±0.02)mm, respectively. A double clad 1 mm diameter Y-11 WLS fiber1, of length 43.6107

± 0.1 mm, was inserted in the hole of each strip. Each strip was enveloped in a 57 µm-thick108

reflector foil, provided by KIMOTO Co., Ltd. This foil has evaporated silver and aluminum109

layers between layers of polyethylene terephthalate, and has a reflection ratio of 95.2% for light110

with a wavelength of 450 nm[11]. Each scintillator strip has a 2.5mm diameter hole on the111

reflector to allow the LED light to come through for Gain monitoring.112

A shade, made of reflector film, was used to prevent scintillation photons impinging directly113

onto the MPPC, without passing through the WLS fiber. The detection of such direct scintilla-114

tion photons can give rise to a strongly position-dependent response. When the shade is used,115

the response to single particles at the end of the strip far from the MPPC is 88.3± 0.4% of that116

directly in front of the MPPC. A photograph a shade attached to the inside of the scintillator117

notch is shown in Fig. 5. Nine MPPCs were soldered onto a polyimide flat cable, as shown in118

Fig. 4, and were then inserted into the strips’ MPPC housings.119

Each pair of absorber and scintillator layers was held in a steel mechanical frame. Each120

frame held four 100mm× 100mm× (3.49±0.01)mm tungsten carbide plates aligned to make a121

200 mm × 200 mm absorber layer in front of the scintillator. The measured density of eight122

absorber plates was 14.25±0.04 g/cm3, and the mass fractions of different elemental compo-123

nents were measured using X-ray diffraction and energy-dispersive X-ray spectroscopy to be124

(tungsten:carbon:cobalt:chrome) = (0.816:0.055:0.125:0.005). The orientation of each layer was125

rotated by 90◦ with respect to that of the previous layer.126

In order to monitor the sensitivity of each MPPC, a LED-based gain monitoring system127

was implemented in the prototype. Each of the eighteen strips in one row was supplied with128

LED light by a clear optical fibre in which notches had been machined at appropriate positions.129

Figure 6 shows a photograph of these fibers, in which light can be seen being emitted by the130

notches. The LED is driven by a dedicated board [12]. The ADC–photo-pixel conversion factor131

of each MPPC was measured during the test beam experiment by using this LED system. This132

conversion factor was used to implement the MPPC saturation correction discussed in the next133

section.134

1provided by KURARAY Co., Ltd.
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Testing in Beams 
Fermilab MT6  
 
  October 2010 – November 2011 
  1 – 120 GeV 
  Steel absorber (CALICE structure) 
 
CERN PS 
 
  May 2012 
  1 – 10 GeV/c 
  Tungsten absorber  
    (structure provided by CERN) 
 
CERN SPS 
 
   June, November 2012 
   10 – 300 GeV/c 
   Tungsten absorber 

Test Beam Muon events Secondary beam 

Fermilab 9.4 M 14.3 M 

CERN 4.9 M 22.1 M 

TOTAL 14.3 M 36.4 M 

A unique data sample 

RPCs flown to Geneva 
All survived transportation 

The SDHCAL prototype Test beam and data taking Particle identification Energy Reconstruction Summary

SDHCAL Description

Sampling calorimeter
Size : 51 stainless steel plates + 50 active
layers æ 1 ◊ 1 ◊ 1.3m3

Active layer :
- Gaseous detector : GRPC (Glass Resistive

Plate Chamber) of 1m2

- Gas mixture : 93%TFE ; 5%CO2; 2%SF6

- HV : ≥ 6.9kV in avalanche mode

Readout :
- 96 ◊ 96 pads per layer ∆ more than 460k

channels for the whole prototype

- Semi-digital readout : 3 thresholds on the

induced charge to have a better idea on

the deposited energy

Radiator :
- 50 ◊ 20mm stainless steel ∆ ≥ 6⁄I

Arnaud Steen ( IPNL / Université Lyon 1 ) Results of the SDHCAL technological prototype 14/11/2013 4 / 28

SiW ECAL Scint AHCAL, Fe & WScintW ECAL

RPC DHCAL, Fe & W RPC SDHCAL, Fe
plus tests with small 
numbers of layers:

- ECAL, AHCAL with 
integrated electronics

- Micromegas and GEMs

ScW-ECAL 
• Scintillator strips 

(1×5cm2 each))
• Analogue readout
• Tungsten absorber
• 30 layers (24X0, 1λ)

DHCAL                            SDHCAL 
• GRPC (up to 500000 cells (1×1cm2 each))
• Digital (1bit) or semi-digital (2bit, multi-threshold) 

readout
• Steel or Tungsten absorber
• Up to 48 layers (~6λ)

MC

Particle Flow Calorimetry Felix Sefkow     Tokyo, March 11, 2016 

Test beam prototypes

37

Figure 1: An photograph of the prototype in front of the CALICE AHCAL.

The four edges of each strip were polished to precisely control the strip size and give good sur-104

face reflection. From a randomly chosen sample of twenty strips, the measured mean (±standard105

deviation) of the widths, lengths and thicknesses were 9.85(±0.01)mm, 44.71(±0.04) mm, and106

3.02(±0.02)mm, respectively. A double clad 1 mm diameter Y-11 WLS fiber1, of length 43.6107

± 0.1 mm, was inserted in the hole of each strip. Each strip was enveloped in a 57 µm-thick108

reflector foil, provided by KIMOTO Co., Ltd. This foil has evaporated silver and aluminum109

layers between layers of polyethylene terephthalate, and has a reflection ratio of 95.2% for light110

with a wavelength of 450 nm[11]. Each scintillator strip has a 2.5mm diameter hole on the111

reflector to allow the LED light to come through for Gain monitoring.112

A shade, made of reflector film, was used to prevent scintillation photons impinging directly113

onto the MPPC, without passing through the WLS fiber. The detection of such direct scintilla-114

tion photons can give rise to a strongly position-dependent response. When the shade is used,115

the response to single particles at the end of the strip far from the MPPC is 88.3± 0.4% of that116

directly in front of the MPPC. A photograph a shade attached to the inside of the scintillator117

notch is shown in Fig. 5. Nine MPPCs were soldered onto a polyimide flat cable, as shown in118

Fig. 4, and were then inserted into the strips’ MPPC housings.119

Each pair of absorber and scintillator layers was held in a steel mechanical frame. Each120

frame held four 100mm× 100mm× (3.49±0.01)mm tungsten carbide plates aligned to make a121

200 mm × 200 mm absorber layer in front of the scintillator. The measured density of eight122

absorber plates was 14.25±0.04 g/cm3, and the mass fractions of different elemental compo-123

nents were measured using X-ray diffraction and energy-dispersive X-ray spectroscopy to be124

(tungsten:carbon:cobalt:chrome) = (0.816:0.055:0.125:0.005). The orientation of each layer was125

rotated by 90◦ with respect to that of the previous layer.126

In order to monitor the sensitivity of each MPPC, a LED-based gain monitoring system127

was implemented in the prototype. Each of the eighteen strips in one row was supplied with128

LED light by a clear optical fibre in which notches had been machined at appropriate positions.129

Figure 6 shows a photograph of these fibers, in which light can be seen being emitted by the130

notches. The LED is driven by a dedicated board [12]. The ADC–photo-pixel conversion factor131

of each MPPC was measured during the test beam experiment by using this LED system. This132

conversion factor was used to implement the MPPC saturation correction discussed in the next133

section.134

1provided by KURARAY Co., Ltd.
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Testing in Beams 
Fermilab MT6  
 
  October 2010 – November 2011 
  1 – 120 GeV 
  Steel absorber (CALICE structure) 
 
CERN PS 
 
  May 2012 
  1 – 10 GeV/c 
  Tungsten absorber  
    (structure provided by CERN) 
 
CERN SPS 
 
   June, November 2012 
   10 – 300 GeV/c 
   Tungsten absorber 

Test Beam Muon events Secondary beam 

Fermilab 9.4 M 14.3 M 

CERN 4.9 M 22.1 M 

TOTAL 14.3 M 36.4 M 

A unique data sample 

RPCs flown to Geneva 
All survived transportation 

The SDHCAL prototype Test beam and data taking Particle identification Energy Reconstruction Summary

SDHCAL Description

Sampling calorimeter
Size : 51 stainless steel plates + 50 active
layers æ 1 ◊ 1 ◊ 1.3m3

Active layer :
- Gaseous detector : GRPC (Glass Resistive

Plate Chamber) of 1m2

- Gas mixture : 93%TFE ; 5%CO2; 2%SF6

- HV : ≥ 6.9kV in avalanche mode

Readout :
- 96 ◊ 96 pads per layer ∆ more than 460k

channels for the whole prototype

- Semi-digital readout : 3 thresholds on the

induced charge to have a better idea on

the deposited energy

Radiator :
- 50 ◊ 20mm stainless steel ∆ ≥ 6⁄I

Arnaud Steen ( IPNL / Université Lyon 1 ) Results of the SDHCAL technological prototype 14/11/2013 4 / 28

SiW ECAL Scint AHCAL, Fe & WScintW ECAL

RPC DHCAL, Fe & W RPC SDHCAL, Fe
plus tests with small 
numbers of layers:

- ECAL, AHCAL with 
integrated electronics

- Micromegas and GEMs

AHCAL 
• Scintillator tiles (3×3, 6×6, 

12×12 cm2, 7608 ch)
• Analogue readout
• Steel or Tungsten absorber
• 38 layers (5.3λ)

CALICE Highly Granular Calorimeters
Test Beam Prototypes
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3.2. Event selection

Data acquisition is triggered using the coincidence of the two
scintillator counters upstream of the Si–W ECAL and π! mesons
are identified with the help of two threshold Cherenkov counters.
The gas pressure in these counters is set such that for 2, 4 and
6 GeV neither Cherenkov counters is triggered, while for 8 and
10 GeV only the first one is. The FNAL π! test beam is contami-
nated with μ! and e! , in particular at the lower energies where
the beam is dominated by e! . At 2 GeV the beam is estimated13 to
contain 5% π! and 70% e! . This contamination from e! is reduced
significantly by the Cherenkov veto [13], however residual con-
tamination remains. The residual contamination is reduced by an
additional event selection based on the position of the interaction
of the incoming particle (see Section 4).

Events are further selected as outlined below to guarantee a
clean data set. Data and simulation are subject to the same
selection chain except where stated otherwise. The FTFP_BERT
physics list is used as the default for background optimisation
studies.

The response of the Si–W ECAL to charged particles has been
calibrated with a μ! beam [6,14]. Muons penetrate the whole
detector volume with a (near) identical energy loss rate which is
minimal for the beam energy used. These muons are so-called
minimum ionising particles (mip) and their mean energy loss in
the active medium of a pad defines the energy unit MIP. An energy
threshold of 0.6 MIP on the reconstructed energy in an individual
pixel (a hit) is applied to remove hits caused by detector noise. Hits
that are isolated (none of the 26 nearest-neighbour pixels in three
dimensions contains a hit) are discarded in the analysis. This
requirement removes 7–10% of the hits on average.

After this hit selection, events are selected that contain at least 25
hits. This selection ensures that the incoming particle either passes
through the Si–W ECAL as a mip or that it interacts inside the
detector volume. Beam particles that enter the detector volume at an
angle, due to multiple scattering in the material in the beam line, are
in this way removed, as well as particles with a significant part of
their trajectory in the inactive zones of the detector. To avoid
selecting events in which there may be significant lateral shower
leakage, the lateral barycentres (energy weighted mean positions) x
and y of the hits in an event are required to lie in the central part of
the detector: !50 mmoxo50 mm and !50 mmoyo50 mm. In
addition events in the data in which instrumental noise (0.3%) or
spurious activity have been identified are excluded.

The contamination from μ! in the data is reduced by a
selection based on the number of hits in the TCMT (NTCMT). Based
on the distribution of hits in a sample of simulated μ! events, μ! s
are identified as events where NTCMT411. At 2 GeV, where the
energy loss of μ! s in the HCAL is about 1.4 GeV, the number of
counts in the TCMT is reduced as the μ! s do not penetrate the full
TCMT and the cut is changed to NTCMT46. The efficiency to reject

μ! s is virtually 100% for all studied energies. The loss of π! events
due to the cut is 39% at 2 GeV and between 6% and 10% for
4–10 GeV. The efficiency to reject μ! s and the percentage of π!

lost are based on samples of 500 k simulated μ! and π! events.
Based on the fraction of events rejected by the muon selection in
data, the FNAL π! beam is estimated to be contaminated with
between 15% of μ! at 2 GeV and 9% at 10 GeV. The residual μ!

contamination in the data after the cuts are applied is negligible.
The π! beam is also contaminated with events in which two

primary particles hit the Si–W ECAL simultaneously. Events where
a π! and μ! are present are removed by the muon cut described
above. Events containing two π! s are reduced by removing events
in which two clusters of hits can be identified in the first eight
layers of the Si–W ECAL. Hits are clustered based on the distance
(in three dimensions) between them and clusters are combined
based on a cone algorithm. Clusters containing at least 3 hits are
accepted. This selection can also reduce events where the π! has
interacted upstream of the Si–W ECAL. The efficiency of this
selection to reduce multi-particle events has been estimated with
the help of a sample of simulated π! events which were randomly
overlaid with a second π! event. The efficiency is shown in Table 1
together with the fraction of single π! events which are selected
by this cut.

Events in which a π! and an e! are present are also rejected by
this selection. They are further reduced by rejecting events in which
the incoming particle interacts in the beginning of the Si–W ECAL, a
cut designed to reduce the fraction of e! events in the sample.
Details about this additional event selection are given in the next
section. The combination of these two cuts reduces the contamina-
tion due to events with a π! and an e! to a negligible level.

The estimated contamination of the FNAL data with double π!

events is between 26% at 2 GeV and 5% at 10 GeV. The residual
contamination in the selected data sample is estimated based on
the efficiencies found in the simulated samples and the number of
events rejected in the data. It is estimated to be between 8.8% at
2 GeV and 1.5% at 10 GeV.

The number of data events after the selection criteria are
applied and the fraction of the total number of events that is
selected are given in Table 2. The sizes of the simulated event
samples are of the order of 150 k events. The applied selection cuts
and the fraction of events that is sequentially removed are
summarised in Table 3.

4. Identifying interacting events

A primary particle traversing the Si–W ECAL can either pass the
detector material as an ionising particle or undergo interactions
which lead to the creation of secondary particles. In the latter case
the ionising track in the first layers is followed by several
secondary tracks after the interaction. Fig. 3 shows a recorded
event in which this can be seen. The bottom right histogram
clearly illustrates that the reconstructed energy in consecutive
layers increases significantly at the interaction point (here at layer

Fig. 2. Model used for hadronic interactions of π! depending on the physics list and the energy of the interacting particle for the studied energy range.

13 Fermilab Test Beam Facility web page:http://www-ppd.fnal.gov/MTBF-w.

B. Bilki et al. / Nuclear Instruments and Methods in Physics Research A 794 (2015) 240–254 243

5Hadronic Shower
Why It Matters?

• Hadronic showers are quite complex 
• Initiated by hard collision of incident hadron with a nucleus
• Narrow core of electromagnetic cascades by photons from π0/η0

• Surrounding halo dominated by charged hadrons
• Large event-by-event fluctuation of electromagnetic and hadronic 

components ratio
• Invisible energies as nuclear binding energy, nuclear recoil, late component
→ limited hadronic energy resolution 

• Correct understanding hadronic shower is crucial 

• GEANT4 hadronic shower model 
• Modelling of hadronic shower @GEANT4 is not perfect
• CALICE test beam data to validate GEATN4 shower model

Studies on hadronic showers using test beam data 
with prototypes of CALICE high-granularity 
calorimeters will be presented in this talk
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6Hadronic Shower Studies
AHCAL

• Longitudinal shower profile measured by AHCAL 
• Test beam data: positive pion and proton 10-80GeV@CERN and FNAL
• Decompose shower components

• Short component: electromagnetic component
• Long component: hadronic component

• Extract ratio of hadronic to electromagnetic response (h/e)
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Figure 16. Energy dependence of the h/e ratio extracted from the fit to longitudinal profiles for data (black
circles) and simulations with the FTFP_BERT (red) and QGSP_BERT (blue) physics lists; the hatched blue
and solid yellow bands correspond to the estimates from experimental data of the ATLAS TileCal [12] and
CDF [11] hadron calorimeters, respectively.

The value of h/e extracted from the fit to longitudinal profiles increases by ⇠ 8% between
10 and 30 GeV and becomes almost energy independent above 30 GeV. It should be noted that
hadronic showers become wider with decreasing energy. For instance, the mean radius of pion
showers is observed to change from 92 mm at 10 GeV to 76 mm at 30 GeV (by more than 15%) [7].
Taking into account the energy threshold of 0.5 MIP applied to all calorimeter cells, one can expect
a lower e�ciency of detecting signals from the soft secondaries with decreasing beam energy.

8 Conclusion

We have studied the spatial development of hadronic showers in the CALICE scintillator-steel
analogue hadronic calorimeter. The fine longitudinal and radial segmentation of the calorimeter
allows a comparison of shower profiles plotted from the shower start position identified on an
event-by-event basis. A shower parametrisation is used to perform a detailed comparison with
simulated samples as well as to compare the behaviour for di�erent types of hadrons. We have
analysed positive hadron data collected at beam energies from 10 to 80 GeV and samples simulated
using the FTFP_BERT and QGSP_BERT physics lists from G����4 version 9.6.

The longitudinal profiles have been parametrised with a sum of two contributions (gamma dis-
tributions) called “short” and “long”. The parameters of the “short” component are comparable with
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Figure 4. Fit of function (4.1) (black curves) to the longitudinal profiles of showers initiated by (a, c) pions
and (b, d) protons with an initial energy of 30 GeV and extracted from (a, b) data and (c, d) simulations with
the FTFP_BERT physics list. The dotted red and dashed blue curves show the contributions of the “short”
and “long” components, respectively.

5.2 “Core” and “short” parameters

The parameter �core characterises the transverse shower development near the shower axis and is
probably related to the angular distribution of secondary ⇡0s from the first inelastic interaction.
The behaviour of this parameter is shown in figure 10. It decreases with energy, the decrease being
very slow above 30 GeV. It is well predicted by both physics lists below 30 GeV and for protons
by FTFP_BERT in the full energy range studied here. The underestimation of the slope in the core
region by the FTFP_BERT physics list is ⇠ 5% for pions and ⇠ 10% by QGSP_BERT for both
particle types above 30 GeV.

The “long” component of the longitudinal profile which dominates in the shower tail, is
accompanied by the “short” component in the region of maximal energy deposition. The energy
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us the opportunity to measure shower profiles from the shower start and parametrise them in the
following way as a sum of “short” and “long” components

�E(z) = A ·
8><>:

f
�(↵short)

·
 

z
�short

!↵short�1
· e�z/�short

�short
+

1 � f
�(↵long)

·
 

z
�long

!↵long�1
· e�z/�long

�long

9>=>; , (4.1)

where A is a scaling factor, f is the fractional contribution of the “short” component with the
shape parameter ↵short and the slope parameter �short, ↵long and �long are the shape and the slope
parameters of the “long” component.

The upper limit of the fit range for the longitudinal profile is determined by the chosen range
of shower start positions. Since only bins that belong to the Fe-AHCAL are used for the fit, the
longitudinal fit range in the current analysis corresponds to a depth of ⇠ 4.5�I from the shower
start. The systematic uncertainties are estimated as described in appendix A and are summed up in
quadrature to the statistical uncertainties. The slope parameter from the fit with the smaller absolute
value is called �short with the corresponding ↵short and the fractional contribution f . Examples of
fits to the longitudinal profiles are shown in figures 3, 4 and 5 for 10, 30 and 80 GeV respectively,
for both pions and protons. The parameters extracted from the fit to longitudinal profiles are listed
in tables 3, 4 and 5 presented in appendix B. A good fit of function (4.1) to the longitudinal profile
of the proton data at 10 GeV can be achieved assuming zero contribution of the “short” component
due to very large systematic uncertainties. For this reason, the fraction of the “short” component
as well as the parameters ↵short and �short for protons at 10 GeV are not extracted from data and
therefore are not compared with simulations.

4.2 Fit to radial profiles

The transverse distribution of the energy density can be parametrised with the sum of a “core”
component close to the shower axis and a “halo” component distant from the shower axis;

�E
�S

(r) = Acore · e�r/�core + Ahalo · e�r/�halo, (4.2)

where Acore and Ahalo are scaling factors, �core and �halo are slope parameters. The slope parameter
from the fit with the smaller absolute value is called �core. The systematic uncertainties are estimated
as described in appendix A and are added up in quadrature to the statistical uncertainties. The
peripheral points corresponding to the 12 ⇥ 12 cm2 cells are excluded from the fit to radial profiles.

Examples of fits to the radial profiles are shown in figure 6 for both pions and protons at 30 GeV.
The scale parameters Acore and Ahalo indirectly represent the energy scale. The values of the slope
parameters �core and �halo extracted from the fit to the radial profiles are listed in tables 3, 4 and 5
presented in appendix B.

5 Comparison of shower profile parameters

The parametrisation of shower profiles provides the possibility for quantitative comparisons of pa-
rameters which characterise the shower development. The characteristic values of slope parameters
for “short” and “core” components are⇠ 1.5X0 and⇠ 1RM respectively, comparable with the spatial
parameters of electromagnetic showers [24]. For the tail or halo region, the slope parameters are
10 and 4 times larger for longitudinal and radial profiles, respectively.

– 10 –
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7Hadronic Shower Studies
SDHCAL

• Finer transverse segmentation of SDHCAL is useful for radial profile study 
• Test beam: 5-80GeV pions @CERN SPS
• Simulation: GEANT4 ver9.6 with High Precision (HP) package

• Radial profile is narrower in simulation
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Figure 17. Radial shower profile for 20 (left) and 70 GeV (right) for hadronic shower runs. Data are
represented by black circles and simulation by red filled histogram.
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Figure 18. Mean value of the radial shower profile for hadronic runs as a function of the beam energy.
Data are represented by black crosses, simulations are represented by red circles and open blue squares
for FTFP_BERT_HP and QGSP_BERT_HP physics lists respectively. Relative deviations �R/R are also
presented (see text for details).
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Figure 17. Radial shower profile for 20 (left) and 70 GeV (right) for hadronic shower runs. Data are
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Figure 18. Mean value of the radial shower profile for hadronic runs as a function of the beam energy.
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8Hadronic Shower Studies
SiW-ECAL

• Shower studies with low energy hadrons using SiW-ECAL 
• Test beam: negative pions 2-10GeV @FNAL

• Comparison with simulation 
• Agreement to within 20% (much closer for most observables)
• Longitudinal hit distributions well described
• Largest discrepancies in longitudinal and radial profile of reconstructed energy

NIM A794 (2015) 240-254

2

kit GEANT4 [5] (version 9.6 patch 1). The full geometry
of the CALICE test beam set-up is taken into account in
the simulation via the MOKKA framework which provides
the geometry interface to GEANT4. Four different physics
lists, FTFP BERT, FTFP BERT HP, QGSP BERT and QBBC, are
compared to the data in order to study the different hadronic
models which are implemented in the physics lists for different
energy ranges.

As a first step in the analysis a pure data sample is selected.
Residual contamination from electron events and events with
multiple incoming particles is corrected for. Subsequently
interacting events are selected based on the deposited energy
in individual layers of the Si-W ECAL. Two selection criteria
are applied: one based on the increase of the absolute energy
in subsequent layers, and one based on the relative increase
in deposited energy. First a requirement is made on the
reconstructed energy in each layer, Ei. If three consecutive
layers have an energy higher than a threshold, Ecut, the
interaction layer is identified as the first of these (layer i).
This selection is not efficient at lower beam energies, where
a small number of low energy secondaries is produced and
shower fluctuations are relatively strong. A second selection
criterion based on the relative increase in reconstructed energy
is applied to events not selected by the first criterion. The
efficiency to define interacting events improves considerably
at the lower energies studied when this second criterion is
applied; for 2 GeV the efficiency increases from 35% to 60%.
The efficiency increases with beam energy from 60% at 2 GeV
to 93% at 10 GeV. The starting layer of the hadronic shower
can be reconstructed with an accuracy of ± 2 layers at an
efficiency of at least 50% at 2 GeV and 87% at 10 GeV.

The same event selection criteria as used for the data are
also applied to the simulated events. The predictions from the
simulations are then compared to the data. The fraction of
interacting events and the total deposited energy are studied,
as well as radial and longitudinal shower profiles and hit
distributions.

The depth of the Si-W ECAL corresponds to approximately
one interaction length (�I), which means that more than half of
the pions traversing the prototype will have an interaction. This
fraction of interacting events is measured to be independent of
energy and is reproduced by the simulations for low energies
while for higher energies the simulations overestimate the
fraction by 7%.

The energy deposited by the pion showers is underestimated
by the simulations. Fig. 2 shows the reconstructed energy of
that part of the shower that is seen in the Si-W ECAL as a
function of beam energy. This shower energy increases with
the energy of the incoming ⇡� and is on average 15% higher
in data than in simulation.

The radial hit and energy distributions prove to be sen-
sitive to the different hadronic models implemented in the
GEANT4 physics lists, while the longitudinal distributions are
not sensitive to these transitions. Fig. 3 shows the mean of the
radial energy profiles as a function of the beam energy. The
model transition between the Bertini cascade (up to 4 GeV)
and Fritiof string model in FTFP BERT and FTFP BERT HP
between 4 and 6 GeV is very pronounced. The transition from

Beam energy [GeV]

1 2 3 4 5 6 7 8 9 10 11

 [M
IP

]
〉 

re
c

 E〈

0

200

400

600

800

1000

1200

 FNAL 2008-π
QGSP_BERT
FTFP_BERT
FTFP_BERT_HP
QBBC

Si-W ECAL
CALICE

Fig. 2. Reconstructed ⇡� shower energy in the Si-W ECAL for data and
various Monte Carlo physics lists as a function of beam energy (2 GeV to
10 GeV).

the Bertini cascade to the Low Energy Parametrised model is
QGSP BERT between 8 and 10 GeV is also visible. The same
behaviour is seen in the mean of the radial hit distributions,
which are described by the simulation within 6% of the data.
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Fig. 3. Mean of the radial energy profile for interacting events as a function
of beam energy (2 GeV to 10 GeV) for data and various Monte Carlo physics
lists.

The shape of the hit distributions, longitudinally and radi-
ally, is well reproduced by simulations, only for the radial hit
distributions the mean is overestimated. In contrast, the energy
profiles are not reproduced so well. This is most pronounced
in the longitudinal energy profile, where the deposited energy
in simulations is up to 16% too low. This energy deficiency
is seen in all the studied physics lists and is larger for higher
energies. Fig. 4 and Fig. 5 show the longitudinal energy profile

Mean of longitudinal hit distribution Mean of longitudinal energy distribution

Longitudinal energy distribution (10GeV π-)
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Figure 6. 50 GeV hadronic shower illustrating that connection between clusters could be done with the
reconstructed tracks.

Tracks of low energy that stop inside the calorimeter may have hits passing the second or the
third threshold, especially those located at the end of the segment.1 These hits of a single track
segment may bias the energy estimation based on this method. Therefore, giving the same weight
for all the hits belonging to these track segments could improve on the energy reconstruction.
To check this assumption, the same procedure of energy reconstruction for hits others than those
selected by the HT method is applied and a constant weight is assigned to the latter as follows:

EHT
reco = ↵

0N 0
1 + �

0N 0
2 + �

0N 0
3 + cNHT (3.2)

where NHT is the number of hits belonging to track segments selected by the HT method. N 0
1, N

0
2

and N 0
3 are respectively N1, N2 and N3 after subtracting the hits belonging to track segments. ↵0, �0

and �0 are new quadratic functions of the total number of hits (Nhit = N 0
1 + N 0

2 + N 0
3 + NHT).

A �2-like optimization procedure similar to the one described in ref. [7] is then performed to
determine the nine parameters associated to ↵0, �0 and �0 functions as well as the parameter c. The
evolution of ↵0, �0 and �0 as a function of Nhit as well as the constant c is presented in figure 7.

The energy of the hadronic events collected in the H2 test beam in 2012 is then estimated using
the new formula of eq. (3.2). To estimate the energy resolution the same recipe of [7] is applied.
First, a Gaussian is used to fit over the whole full range of the distribution. Then, a Gaussian is
fitted only in the range of ±1.5� of the mean value of the first fit. The � of the second fit is used
as the energy resolution R(EHT

reco) and the new mean value as the reconstructed energy EHT
reco. The

relative energy resolution is thus given by the ratio R(EHT
reco)/ EHT

reco.
Results are then compared with those obtained in ref. [7]. The reconstructed energy obtained

using the two methods as a function of the beam energy is shown in figure 8 (top). The relative
di�erence of the two is also shown in figure 8 (bottom). Good linearity is obtained with the
two methods. Figure 9 shows the energy resolution with the two methods as well as the relative
di�erence. At energies higher than 40 GeV, where the second and third thresholds play an important
role as explained in ref. [7], assigning the same weight to hits of track segments independently of

1The high ionisation value dE/dx of the tracks at the end produces more charges and thus hits of the higher thresholds
are often observed.
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Identified track segments

• Study fine shower structure using track segments 
• Test beam data: pions 10-80GeV@CERN SPS

• Track segments found in dense hadronic shower 
• Track finding based on Hough Transform
• Useful for detailed shower study, in-situ calibration and better energy reconstruction
• Slight improvement of energy reconstruction by giving different weight for hits on found 

tracks irrespective of thresholds (energy reconstruction@SDHCAL to be discussed later)

9Hadronic Shower Studies
Track Segments@SDHCAL
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Figure 10. Number of reconstructed tracks in showers produced by electron (hatched histogram) and pions
(filled histogram) at 10, 30 and 50 GeV.

with the simulation of the hadronic shower models. The same set of parameters is then used to
simulate pion showers.

Three phenomenological models FTF_BERT_HP, QGSP_BERT_HP and FTF_BIC are studied.
The tracks obtained using the HT in simulated events with these three models are compared to each
other and to data for di�erent energies. The distributions of the total number of reconstructed tracks
within 10, 40 and 70 GeV hadronic showers are shown in figure 11. The track length could be an
interesting variable to compare simulation models with data. It is defined as the distance between
the most upstream and downstream of the clusters belonging to a given HT selected track segment.
Figure 12 shows the track length distribution of the data and the simulated events for the three
energies. Another feature that may help to discriminate between the di�erent hadronic models is
the angular distribution of the track segments with respect to the incoming hadron. To determine the
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Figure 14. Left: mean number of reconstructed track segments in hadronic showers as a function of the
beam energy (a) and the relative di�erence between simulation and data (b). Middle: mean track segment
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mean angle of the track segments as a function of the beam energy (a) and the relative di�erence between
simulation and data (b). Only statistical uncertainties are included.

The extension of the method to hadronic showers in the presence of magnetic field should
complete this work and allows the technique to be used in highly granular calorimeters in future
experiments.
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• Similar studies with track segments with SiW-ECAL and AHCAL 

• SiW-ECAL 
• Test beam data: 2-10GeV pions@FNAL

• AHCAL 
• Test beam data: 10-80GeV pions@CERN-SPS
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Fig. 20. Energy deposition by secondary tracks observed in data (points with error bars) and for the three simulation models for beam energies of 2 GeV (a) and 10 GeV (b).
The spectra are fit by the convolution of a Landau distribution with a Gaussian resolution function. The double ⇡*-meson background for the three models is shown by the grey
dashed, dotted and dash-dotted histograms, respectively. All histograms are normalised to unity. Error bars represent statistical uncertainties only.

Fig. 21. MPV of the Landau fit to the Et
dep distributions of the ‘pencil-like’ secondary

tracks as a function of the beam energy for ⇡* data (black points with error bars)
in comparison to the three simulation models. Error bars represent the statistical fit
uncertainty.
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Fig. 20. Energy deposition by secondary tracks observed in data (points with error bars) and for the three simulation models for beam energies of 2 GeV (a) and 10 GeV (b).
The spectra are fit by the convolution of a Landau distribution with a Gaussian resolution function. The double ⇡*-meson background for the three models is shown by the grey
dashed, dotted and dash-dotted histograms, respectively. All histograms are normalised to unity. Error bars represent statistical uncertainties only.

Fig. 21. MPV of the Landau fit to the Et
dep distributions of the ‘pencil-like’ secondary

tracks as a function of the beam energy for ⇡* data (black points with error bars)
in comparison to the three simulation models. Error bars represent the statistical fit
uncertainty.
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Figure 2. Event display of a typical hadronic shower in the CALICE AHCAL initiated by a negative pion
with an energy of 60 GeV. The identified minimum-ionising track segments are highlighted in red. The
beam enters from the lower left, indicated by the black arrow.

2 Track-finding

The tracking algorithm used here consists of two stages. The first stage is the identification of
track candidates in a layer by layer search using a nearest neighbour algorithm. In a second stage,
these candidates are passed through a filtering algorithm based on a Hough transformation to re-
move inconsistent hits such as noise hits and hits not due to energy depositions from the tracked
minimum-ionising particle.

2.1 The tracking algorithm

For the track finding, the coordinate system is defined as indicated in figure 4, with the z-axis given
by the beam axis, the x-axis pointing left when looking downstream in positive z direction and
the y-axis pointing up. The track finding algorithm used for the pattern recognition is a simple
implementation of a nearest neighbour algorithm. The algorithm was specifically developed for
the test beam data taken with the CALICE AHCAL. It exploits the primary flight direction of
incoming beam particles along the z axis by assuming that all particles found by the algorithm
have a sizeable momentum component along that axis. This is reflected by the assumption that any
MIP-like particle will only create at most one hit in a given layer, and that cells on the same track in
adjacent layers are neighbours, sharing at least one corner when projected on the same layer. With
the layer to layer distance of 31.6 mm and a cell thickness of 5 mm this limits the algorithm to the
identification of tracks with a maximum angle with respect to the beam axis of approximately 60�

in the central region with tiles of 30⇥30mm2, of 70� for the 60⇥60mm2 tiles and of 80� for the
outer 120⇥ 120mm2 tiles, respectively. It is important to note that these requirements also allow
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• Energy reconstruction with software-based compensation 
• Compensate e/h by assigning weight depending on energy density

• Higher shower density for electromagnetic component
• Lower shower density for hadronic component

• Test beam: 4-32GeV pions@FNAL with Sc-ECAL+AHCAL+TMCT

• Energy resolution significantly improved by 10-20%

11Hadronic Energy Reconstruction
Software Compensation@Scintillator Calorimeters
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Figure 8. Hit energy bin weights as a function of estimated particle energy for data events and di�erent
simulations. The width of each line indicates the weight uncertainty propagated from the parameter errors.
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Figure 6. Software compensation weights for the ScECAL (left) and AHCAL (right) optimised from data.
The upper row shows the weights for each hit energy bin as a function of the estimated particle energy. The
bottom row shows vertical slices through the weights shown in the upper plots. The hit energy dependent
weights of the first two bins correspond to a 1/E dependence and thus a counting of hits in these bins. The
width of each line indicates the weight uncertainty propagated from the parameter errors.

events with a high hadronic fraction, and thus lower standard reconstructed energy, are shifted up
in the software compensation reconstruction. Likewise, events with above average electromag-
netic shower content, and thus too high standard reconstructed energy, are shifted down when
reconstructed with the software compensation reconstruction.

The identical procedure of reconstructing energies and optimising the weight parameters is
applied to simulated events. Individual bin weights as a function of estimated particle energy
for data and simulation are shown in figure 8 for selected hit energy bins. The AHCAL shows
reasonable agreement between weights derived from data and simulations in all hit energy bins. In
the ScECAL, discrepancies are seen especially in the two first hit energy bins and the highest hit
energy bin, which also shows discrepancies between the used simulation physics lists. In most hit
energy bins, both used simulation physics lists are consistent with each other within the expected
spread from limited statistics. The TCMT weight also has a large discrepancy between data and
simulations, although mostly for low beam momenta in which TCMT energy deposits are expected
to be minimal.

The averaged summed energy deposit per event for each bin is investigated in order to better
understand the observed di�erences between weights derived from data and simulated events, as
shown in figure 9. The highest hit energy bin in the ScECAL has around twice the mean energy
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Instead of a continuous two-dimensional parametrisation of w(⇢, Eest), the full range of ⇢ is
divided into fixed bins, while the dependence on Eest is parametrised over the energy range for
each such bin. This scheme di�ers from the local software compensation implementation in [14],
in which w is iteratively parametrised as a continuous function of both ⇢ and Eest. The scheme
presented here leads to more free parameters but maintains a stable convergence of the optimisation.

This analysis uses eight bins in deposition density, individually chosen to be logarithmically
distributed in the range of occuring depositions for both the ScECAL and the AHCAL, respectively.
The obtained results do not critically depend on the number of bins or exact bin boundaries. For
the two lowest deposition density bins, instead of summing up hit energies, only the number of hits
falling into these bins are counted to suppress Landau fluctuations from low particle multiplicity hits
(similar to the reconstruction scheme applied in the CALICE SDHCAL [23]), slightly improving
the resolution of the algorithm.

Instead of using the deposition density as the hit amplitude divided by the cell size, the hit
energy, the energy deposition of each individual scintillator cell measured in photo-electrons and
then converted to the MIP scale, is used directly. This is disregarding the di�erently sized tiles in
the AHCAL, which slightly improves the performance of the full algorithm. All TCMT energy
deposits are treated as falling into the same hit energy bin. This e�ectively parametrises the relative
TCMT weight as a function of only the estimated shower energy.

The lowest hit energy bin has significant contributions from the primary pion track before the
first hadronic interaction, which show nearly no dependence on beam momentum. To avoid biasing
of the parameter optimisation towards weighting up the primary track hits to the full beam energy,
hits on the primary track are excluded from the software compensation weighting. All hits on the
axis of the reconstructed isolated primary track (as described in section 3) from the first ScECAL
layer up to two layers before the reconstructed FHI layer are included into the energy reconstruction
without hit energy or shower energy dependent weighting. To exclude Landau fluctuations, only
the number of such hits is used and multiplied by the mean energy deposit of a MIP-like particle in
a single cell of the given calorimeter section.

An example of the distribution of hits into hit energy bins is given in figure 5. In the lowest
hit energy bin in the ScECAL, around one quarter of all contributions would originate from the
primary track if not identified and excluded. The contribution of primary track hits to the AHCAL
hit energy spectrum is small, as around 70% of selected events start showering in the ScECAL.

In this analysis the weights, ↵i, �i, for the ith hit energy bin as well as the TCMT weight � are
parametrised as second order Chebyshev polynomials of the estimated particle energy Eest. The
full formula to reconstruct the energy in the combined system, with the sampling weights w used
from the standard energy reconstruction, the software compensation weights ↵i, �i, �, the sum (or
count) of energy deposits in the ith hit energy bin Ei and the energy deposits on the primary track
Etrack, is:

ESC
rec = wECAL ·

 bins’
i

↵i (Eest) · EECAL
i + EECAL

track

!

+ wHCAL ·
 bins’

i

�i (Eest) · EHCAL
i + EHCAL

track + � (Eest) · ETCMT
sum

!
(4.3)
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Figure 5. Hit energy spectra of the ScECAL (left) and the AHCAL (right) for 15 GeV/c ⇡� data. Colours
are assigned to hits reconstructed on the primary pion track and by software compensation bin.

The software compensation reconstruction is defined by a total of 51 parameters (8 bins in the
ScECAL ⇥ 3 parameters per bin, 8⇥3 parameters for the AHCAL and 3 parameters for the TCMT).
The parameter values are optimised by minimising the �2 function described in equation 4.1,
using all available beam momentum samples in one common optimisation procedure. During the
parameter optimisation, the known beam energy is used for Eest, while during reconstruction the
standard reconstruction result is used as an estimate.

Figure 6 shows the polynomial functions obtained for the energy dependence of the bin weights
for ScECAL and AHCAL resulting from the parameter optimisation. The slopes in the first two
bins of ScECAL and AHCAL in figure 6 (bottom) correspond to a 1/E dependence and thus a
constant contribution to the reconstructed energy of each hit in these bins, regardless of the hit
energy. Assuming a shower of Eest = 4 GeV, a hit in the AHCAL with a measured hit energy
Ehit = 1 MIP would be weighted with a factor of around 1.5 (as given by the yellow lines in figure 6,
bottom right) for a contribution to the reconstructed shower energy of 1.5 ⇥ 1 MIP = 1.5 MIP. A
hit of measured energy Ehit = 0.5 MIP would be weighted with the doubled weight, due to the 1/E
dependence of the first two hit energy bins, for the identical contribution of 3 ⇥ 0.5 MIP = 1.5 MIP
to the reconstructed shower energy. In hit energy bins � 3, two hits of di�erent hit energy within
the same hit energy bin would contribute to the reconstructed shower energy proportionally to their
hit energy.

Higher hit energy bins tend to be weighted below unity, indicating that a high energy hit is
more likely to belong to an electromagnetic subshower. Especially in the ScECAL, bin weights
do not monotonically decrease for increasing hit energies, as would be enforced in the local
software compensation scheme used in [14]. However, the hit energy range which is assigned the
lowest reconstruction weight increases with energy, indicating that the typical hit energy scale for
electromagnetic subshowers increases with the incident pion energy.

Applying the weights shown in figure 6 to the dataset yields an improved energy resolution
as shown in figure 7 (left) and figure 18. Iterative applications of the software compensation
reconstruction using the result of the previous iteration as Eest do not further improve the energy
resolution. The correlation between standard and software compensation reconstruction in figure 7
(right) shows a clear non-linearity in the central part of the reconstructed energies, suggesting that
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are in reasonable agreement, indicating that the combined calorimeter system with varying ab-
sorber materials and sampling fractions maintains the good single pion energy resolution of the
standalone AHCAL.
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Figure 16. Single pion energy resolutions with standard and software compensation reconstruction from
the combined ScECAL+AHCAL+TCMT system compared to resolutions obtained from AHCAL+TCMT
in [14].

6.4 Application of software compensation weights from simulation to data
The influence of the deviations observed in the software compensation weights between data and
simulations was estimated by applying the software compensation weights obtained from simulated
samples to the reconstruction of data events. Figure 17 shows the energy resolution and linearity
of data samples reconstructed using weights optimised separately from both data and simulation.
For this comparison the simulation weights optimised from QGSP_BERT_HP are used, as the
di�erence between weights of di�erent simulation physics lists is small. Furthermore only the
software compensation specific weights ↵i, �i, � are used as optimised from the simulation, while
the standard reconstruction weights wECAL,wHCAL are used from data to set the correct energy
reconstruction scale (see section 4.1).

Applying the software compensation weights obtained from simulations to data events actually
improves the energy resolution slightly by a relative 1 % to 3 %. However the achieved linearity
is deteriorated, with additional deviations of magnitudes similar as seen in the resolution of 1 %
to 4 %. The 4 GeV/c point shows the biggest deviation when applying the simulation weights to
data, in line with the previous observation that the simulated 4 GeV/c response profits most from
the software compensation reconstruction.

Although there are significant di�erences between data and simulation in the first two and the
last ScECAL hit energy bin weights, applying weights optimised from simulation onto data events
data events yields similar performance to the use of weights optimised from data.
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12Hadronic Energy Reconstruction
Multi-thresholds Readout@SDHCAL

• Multi-thresholds readout of SDHCAL 
• SDHCAL version of “software compensation”
• Different weights depending on three thresholds

• N1, N2, N3: exclusive number of hits associated to 1st, 2nd, 3rd thresholds
• α, β, γ: quadratic functions of total number of hits

• Parameters fit using test beam data @CERN SPS (5, 10, 30, 60, 80GeV)
• Mitigate saturation of energy resolution at high energy
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Figure 29. Mean reconstructed energy for pion showers as a function of the beam energy (a) of the
2012 H2 (blue) and the 2012 H6 (red) data. The dashed line passes through the origin with unit gradient.
Relative deviation of the pion mean reconstructed energy with respect to the beam energy as a function of the
beam energy (b) of the 2012 H2 (blue) and the 2012 H6 (red) data. The reconstructed energy is computed
using the three thresholds information as described in section 6.2. �reco

<Ereco>
(c) is the relative resolution of

the reconstructed hadron energy as a function of the beam energy of the 2012 H2 (blue) and the 2012 H6
(red) data.
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Figure 30. Reconstructed energy distributions for H6 (red line) and H2 (blue line) 40 GeV runs before (left)
and after (right) beam intensity correction using the multi-threshold mode.
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Taking an empirical approach, the energy can be reconstructed by a weighted sum:

Ereco = ↵N1 + �N2 + �N3. (6.2)

The complexity of the hadronic shower structure and its evolution with energy mean that the optimal
values of ↵, � and � are not constant over a large energy range. To overcome this di�culty ↵, � and
� are parameterized as functions of the total number of hits (Nhit = N1 + N2 + N3). To find the best
parameterization, a �2-like expression was used for the optimization procedure:

�2 =

NX

i=1

(Ei
beam � Ei

reco)2

�2
i

(6.3)

where N is the number of events used for the optimisation and �i =
q

Ei
beam.9 Di�erent functions

of Nhit were tested to parameterize the evolution of ↵, � and � with Nhit. A polynomial function
of second degree was found to give the best results. The procedure was applied to only a few
energy points using only about a third of the collected data in H2 runs where there is no proton
contamination.10 The parameterization of ↵, � and � as a function of Nhit is presented in figure 23.

The three coe�cients of these polynomial functions are then used to estimate the energy of
all collected data (H2 and H6 runs) without using the information of the beam energy. The energy
distributions obtained in this way are fitted as before and are shown in figures 24 and 25 (right)
for two energies. These two figures (left) also show the energy distributions obtained with the
binary mode for comparison. As expected, the multi-threshold method of energy reconstruction
of hadronic showers restores linearity over a wide energy range going from 5 GeV up to 80 GeV
as shown in figures 26 (a,c). Figures 26 (b,d) show the relative deviation of the reconstructed
energy with respect to the beam energy. The use of the three threshold information has very good
impact on the energy resolution (figure 27) at energies higher than 30 GeV as was predicted from
our preliminary simulation studies [15]. The energy resolution reaches a value of 7.7% at 80 GeV
which is an encouraging result since the data were collected without using any electronics gain
correction to improve the homogeneity of the detector response. The results obtained with the two
data samples with the same energy points are in a good agreement especially at low energy where
the proton contamination of the H6 pion beam is low. For energies higher than 60 GeV, the presence
of protons in the H6 data can explain why the reconstructed energies are higher than those of the
H2 data. It is important to mention here that having the same response to hadrons in the energy
range for which the proton contamination is low shows clearly that the behavior of the SDHCAL
prototype is stable between the two periods as can be seen in figure 28 and figure 29 as well as in
table 2 and table 3. The importance of the beam intensity correction role in achieving this stability
is shown in figure 30 where the energy distributions of 40 GeV hadrons from H2 and H6 data are
compared before and after this correction.

9This choice is suggested by the fact that the calorimeter energy resolution is expected to be approximately proportional
to
p

Ebeam.
10The same procedure was applied to extract A1, A2 and A3 in the case of the binary mode.
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Figure 31. �reco
<Ereco>

is the relative resolution of the reconstructed hadron energy as a function of the beam
energy of the 2012 H6 (left) and the 2012 H2 (right) data. For the red triangles graph, the reconstructed
energy is computed using only the total number of hits (binary mode). For the blue circles graph, the
reconstructed energy is computed using the three thresholds information (multi-threshold mode). For both
modes, the energy is reconstructed using quadratic functions of the total number of hits.

6.4 Systematic uncertainties

Statistical and systematical uncertainties were computed and included in the linearity and energy
resolution results presented previously. The following sources of systematics were included:

• For all energy points of the di�erent runs, a Gaussian fit was performed as well as a CB one.
The di�erence of the two results was used as a source of uncertainty. This takes into account
the deviation from an exact Gaussian shape of the studied distributions.

• Each of the di�erent selection criteria was varied by an arbitrary 5% in both directions with
respect to the nominal values when this is possible. For each energy point the fitting procedure
was then applied to estimate the energy. The maximal deviation with respect to the nominal
result was considered as a systematic uncertainty. The contributions of all the cuts were then
added quadratically.

• The e�ect of the selection criteria on the energy reconstruction was estimated using the
simulation samples. The relative di�erence of the estimated energy before and after the
selection was computed and used as an additional source of systematic uncertainties.

• The di�erences of linearity and energy resolution obtained by applying the spill time correc-
tion method described in section 5 was also included as an additional uncertainty.

• Finally a 1% uncertainty on the beam energy was added [21]. This takes into account the
di�erence of energies of pions and protons having the same momentum.

At low energy, the first three sources are of the same order and form the main contribution. At
high energy, the first and the third source of systematics, albeit reduced, continue to be relatively
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13Time Structure of Hadronic Shower
Toward 5D-Calorimetry

• CALICE T3B Experiment 
• Small dedicated setup of 15 scintillator tiles (30×30mm2) with SiPMs placed behind 

CALICE hadron calorimeters (W-AHCAL, Fe-SDHCAL)
• Radial sampling of structure of hadronic showers with sub-ns time resolution over 2.4μs 

time window
• More late component in tungsten than in steel

• Hit time measurement capability at AHCAL technological prototype 
• Hit time resolution of 1.6ns for muons @AHCAL technological prototype

• Currently limited by front-end electronics
• Analysis for hadrons also in progress

JINST 9(2014)P07022CALICE T3B

Clock frequency 5 MHz, 
Powering pulsing

Hit time resolution with AHCAL technological prototype

σ=1.57ns
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14Summary

• Development of high-granularity calorimeters for future e+e- collider experiments by CALICE collaboration 
• High granularity calorimeter is a key to the unprecedented jet energy resolution with the particle flow calorimetry

• Test beam prototypes with high-granularity provide excellent opportunities to study hadronic showers 
• Detailed studies on spatial and temporal shower structures
• Optimal energy reconstruction exploiting detailed properties of shower structure
• Validation of modelling of hadronic shower in GEANT4

• More results soon to come from recent test beam experiments with technological prototypes
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16Hadronic Shower Studies
AHCAL

• Hadronic shower studies by AHCAL 
• Test beam data: positive pion and proton 10-80GeV@CERN and FNAL
• Simulation

• GEANT4 ver9.6
• Physics lists: FTP_BERT, QGP_BERT

• Comparison between pion- and proton-induced hadronic showers 
• Longitudinal segmentation allows to measure shower start on event-by-event basis
• Interaction length extracted from distribution of shower start which can be measured on event-by-event basis
• Good agreement as calculated from detector compounds

JINST 10 (2015) P04014

2015 JINST 10 P04014
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Figure 1. Nuclear interaction length (a) lp for pions and (b) lp for protons in the Fe-AHCAL extracted
from reconstructed shower start for data samples (circles, solid lines) and simulations using the FTFP BERT
(squares, dotted lines) and QGSP BERT (triangles, dashed lines) physics lists. The error bars represent
the uncertainties from the fit. The systematic uncertainties related to sample contamination in the data
are shown with grey bands, not visible in the left plot. The dash-dotted lines correspond to the effective
nuclear interaction lengths, calculated for the Fe-AHCAL using the material properties data from the PDG
tables [22].

version factor2 for a minimum ionising particle in the Si-W ECAL is 0.0030±0.0002 GeV/MIP.
The value of E track

ECAL for the incident energies from 30 GeV and above accounts for less than 1.4%
of the reconstructed energy and is on average ⇠0.35 GeV. The conversion factors for the Fe-
AHCAL and the TCMT are obtained from the electromagnetic calibration factor. The electro-
magnetic calibration factor for the Fe-AHCAL was extracted from dedicated positron runs [21]
and is 0.0236±0.0002 GeV/MIP. Since the first nine TCMT layers are essentially identical to the
Fe-AHCAL layers in terms of absorber and active material, the same electromagnetic calibration
factor is assumed. For the last seven TCMT layers, this factor is adjusted according to the increased
absorber thickness.

The reconstructed energy distributions were fitted with a Gaussian curve in the interval of
±2 r.m.s. around the mean value. Hereafter, the parameters of this Gaussian fit at a given beam
energy are referred to as the mean reconstructed energy Ereco and resolution sreco.

Two examples of the reconstructed energy distribution are shown in figure 2 for pions and
protons of 10 and 80 GeV together with the predictions of the FTFP BERT physics list. In agreement
with the earlier published results [9–11], the reconstructed energy for protons is lower than that for
pions. The relative difference increases with decreasing initial particle energy. This behaviour can
largely be explained by baryon number conservation that results in lower probability to produce
a leading baryon in the interaction of a pion with a nucleus. Therefore, the measurable energy is
different for pions and protons and corresponds to the total particle energy in the case of mesons
and to the kinetic energy in the case of baryons

Eproton
available =

q
p2

beam +m2
proton �mproton, (3.2)

where pbeam is the beam momentum and mproton is the proton rest mass.

2This factor was calculated as the ratio of the mean total energy in units of GeV, deposited in the Si-W ECAL by
simulated muons, to the mean visible signal in units of MIP, measured in the Si-W ECAL for muons from the dedicated
muon runs.
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Figure 5. (a,c) Absolute and (b,d) relative energy resolution for pions (circles), protons (squares), sim-
ulated pions (triangles), and simulated protons (down triangles) using the FTFP BERT (upper row) and
QGSP BERT (bottom row) physics lists. The mean reconstructed energies for data are corrected for con-
tamination bias as described in section 2.5. Error bars show the statistical uncertainties. The filled and
crosshatched bands show the systematic uncertainties for pion and proton data, respectively (not estimated
for the absolute resolution).

The ratio of simulations to data is shown in figure 13. The FTFP BERT physics list pre-
dicts the mean radius of proton showers within uncertainties and underestimates the mean radius
of pion showers by ⇠5–7%. The QGSP BERT physics list demonstrates better agreement with
data at 10 GeV but underestimates the shower width at higher energies by ⇠10% for both pions
and protons.

The mean radial dispersion hsRi is of the same order of magnitude as the mean value hRi
but decreases more slowly with increasing energy as shown in figure 14. The discrepancy be-
tween data and simulation increases with energy but is smaller than for the mean shower ra-
dius. Again, the FTFP BERT physics list describes the data better than QGSP BERT, especially
for protons (figure 15).
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• Separation of neutral hadron shower from nearby charged hadron 
shower 

• Test beam data: 10-80GeV pions @CERN SPS
• 10GeV “fake” neutral hadron shower is generated by removing initial track segment 

and overlaid on charged hadron showers
• >90% efficiency and purity for nearby showers for distance>15cm

• Particle identification with multi-variate analysis  
• Test beam data: 10-80GeV pions @CERN SPS
• BDT improves pion selection efficiency at low energies

17Particle Separation/Identification
SDHCAL

CALICE-CAN-2015-001

3. The two showers are then centred along the X and Y axis at the center of the
calorimeter. No shift is performed on the Z direction (beam line).

4. The showers are then shifted along the X axis by a distance of -d/2 for the neutral
hadron and +d/2 for the charged particle, where d is the distance to the calorimeter
center in cm.

5. The two events are then overlaid. At this step a problem may occur : while mixing
the showers in the event, pair of hits may overlap in the same cell. Knowing that we
are using a semi digital readout and that the information of the deposit charge in
each cell is not available in the data, we need to assign a new threshold by using an
approximation. The most intuitive one is to keep the highest threshold of the two
hits. Figure 6 (right) shows the reconstructed energy of the 10 GeV fake neutral
hadron overlaid with a 50 GeV charged hadron at 30 cm distance (black) and 5 cm
distance (red). The latter case is the worst that can appear in this study given the
energy points and the distances we have chosen. By comparing the two plots, we can
see that the e↵ect of this approximation on the reconstructed energy is negligible.

6. The hits are tagged with respect to our initial showers. The overlaid hits are tagged
di↵erently so that the information on the overlaid hits can be retrieved after recon-
struction.

7. A new event is created containing the overlaid showers and the entering point of the
charged particle track after shifting. An example is shown on figure 7.

Figure 6 shows the reconstructed energy of a 10 GeV charged hadron before the overlay
procedure (left). A small energy di↵erence of approximatively -0.8 GeV is observed be-
tween the reconstructed energy before the overlay (left) and after the overlay (right) for
the 30 cm case (black), due to the track segment hits removal while overlaying the two
showers.

Figure 7: Display of a 10 GeV fake neutral hadron overlaid with a 30 GeV charged
hadron separated by 20 cm in three di↵erent views (XoY on left, XoZ in center and YoZ
on right). Colours correspond to the reconstructed PFOs after running the ArborPFA
program. The black straight line is the fake track generated in front of the calorimeter.
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on right). Colours correspond to the reconstructed PFOs after running the ArborPFA
program. The black straight line is the fake track generated in front of the calorimeter.
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3. The two showers are then centred along the X and Y axis at the center of the
calorimeter. No shift is performed on the Z direction (beam line).

4. The showers are then shifted along the X axis by a distance of -d/2 for the neutral
hadron and +d/2 for the charged particle, where d is the distance to the calorimeter
center in cm.

5. The two events are then overlaid. At this step a problem may occur : while mixing
the showers in the event, pair of hits may overlap in the same cell. Knowing that we
are using a semi digital readout and that the information of the deposit charge in
each cell is not available in the data, we need to assign a new threshold by using an
approximation. The most intuitive one is to keep the highest threshold of the two
hits. Figure 6 (right) shows the reconstructed energy of the 10 GeV fake neutral
hadron overlaid with a 50 GeV charged hadron at 30 cm distance (black) and 5 cm
distance (red). The latter case is the worst that can appear in this study given the
energy points and the distances we have chosen. By comparing the two plots, we can
see that the e↵ect of this approximation on the reconstructed energy is negligible.

6. The hits are tagged with respect to our initial showers. The overlaid hits are tagged
di↵erently so that the information on the overlaid hits can be retrieved after recon-
struction.

7. A new event is created containing the overlaid showers and the entering point of the
charged particle track after shifting. An example is shown on figure 7.

Figure 6 shows the reconstructed energy of a 10 GeV charged hadron before the overlay
procedure (left). A small energy di↵erence of approximatively -0.8 GeV is observed be-
tween the reconstructed energy before the overlay (left) and after the overlay (right) for
the 30 cm case (black), due to the track segment hits removal while overlaying the two
showers.

Figure 7: Display of a 10 GeV fake neutral hadron overlaid with a 30 GeV charged
hadron separated by 20 cm in three di↵erent views (XoY on left, XoZ in center and YoZ
on right). Colours correspond to the reconstructed PFOs after running the ArborPFA
program. The black straight line is the fake track generated in front of the calorimeter.
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Figure 9: The e�ciency (left) and purity (right) of the 10 GeV neutral hadron after
reconstruction.

Figure 9 shows the e�ciency (left) and the purity (right) of the neutral hadron for di↵erent
charged particle energies and di↵erent separation distances. In the same way as for the
mean number of PFOs, at small distances the two showers start to overlap and confusions
appear in the reconstruction. Thus, some hits of the neutral hadron are assigned to the
charged one (and vice versa) and the e�ciency and purity decrease. At large separation
distances, the purity does not tend to 100%. This is due to the last performed algorithm
(small neutral fragment algorithm) which merges small neutral cluster fragments to their
closest parent cluster, without considering the parent cluster size or energy. Since the
number of neutral fragments for a single hadron particle increases with the energy, a non-
negligible part of the charged hits is assigned to the neutral hadron, leading to a decrease
of its purity.

Figure 10 (left) shows the fraction of events in which at least one neutral hadron has been
reconstructed. As expected, the number of reconstructed neutral particles decreases with
the separation distance. From 30 cm down to 15 cm, this fraction is stable and greater
than 97%. At 10 cm, confusion becomes significant and the neutral hadron is sometimes
merged with the charged one, leading to a small decrease of this fraction. At 5 cm, we can
see that the fraction strongly depends on the charged particle energy and goes from 73%
of reconstructed events for the 10 GeV charged particle case down to 60% at 50 GeV.

We define the reconstructed neutral energy as the sum of the neutral particle energies
and the measured neutral energy as the estimated energy before reconstruction. Figure
10 (on the right) shows the mean di↵erence between the reconstructed neutral energy and
the measured neutral energy when at least one neutral hadron has been reconstructed.
For the same reason as for the purity, the mean reconstructed neutral energy increases
with the charged particle energy. This plot also shows a flat behavior of the reconstructed
neutral energy with the separation distance. This means that the reconstruction of the
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Figure 15. The number of simulated events of different energy points from 10 GeV to 80 GeV
before (white) and after applying the standard method (green) or BDT method (red). The left plot
shows the results from BDT method with MC Training approach while the right one shows the
results with Data Training approach.
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Figure 16. Distribution of the total number of hits for the 10 GeV pion beam data selected by
the standard method (blue) and the BDT method (red). The left plot shows the results from BDT
method with MC Training approach while the right one shows the results with Data Training ap-
proach.

explained by the fact that the showers that start in the first layers are not all rejected. This213

gain shows the better efficiency and separation power of the multivariate approach over214

the cut-based approach of the standard method. The BDT-based particle identification in215

CALICE SDHCAL is a robust and a reliable method as confirmed by the results of two216

different training approaches.217
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