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* Introduction to CMS Offline Computing

« Growth and Evolution:

* Distributed Grid Computing Infrastructure
- Data Management

 Data Production
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CMS Offline Computing

Real Data Data

Centres

CMS Offline Computing utilises typical
200k cores for MC Simulations and Data
Reconstruction

Analysis
Results
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High Luminosity Large Hadron Collider Plan

LHC / HL-LHC Plan

HiLumi

LARGE HADROCN COLLIDER

LHC Run3 starts in 2022 HL-LHC

| Run 2 | Run 3

LS1 EYETS LS2 LS3
13 TeV - 3-14TeV 14 TeV
e —— F—==_ Dwodes Consolidation energy
li lidati yolima LIU llati .
7 TeV 8 TeV 8&::2:? Zgﬁ?n:a?:;n %e.m I In.m ek ' Ht :]Htf 5 to 7.5 x nominal Luml|
S— R2E project legions 11 T dipole coll. nstallation ]
ﬂ Civil Eng. P1-P5

2021 | 2022 2023 2025 2026 ? lll“
experiment ATLAS - CMS
beam pipee nominal Lami 2 x nominal Lumi ALICE - LHCD } 2 x nominal Lumi HL upg

i
75% nominal Lumi I '/—_ upgrade

EId 190 1 minosty [N
SlEd 1000 (ultimate)
Currently we are in LS2

* The timeline has been updated manually as per the latest updates about Run3 which now starts from 2022




Distributed Grid Computing Infrastructure

Run1i

, clite
gLite, HTCondor_G, |
GlideinWMS softwares Plans for Run3 and HL-LLHC
used for scheduling
jobs over the WLCG.
Started with Grid Mesh
Topology. * Improving the usage of HPC resources.
o3 LS1
< . .
XRootD  iq Mesh Topology was » Heterogenous Computing using hardware accelerators.
completed.
mOtD endpoints for » Migration of Certificates to Tokens for authentication.
:\Tlﬁggg:f Bifgts Run2 , L-4HTConds? - Complete the migration of CREAM-CE to
Complete Dependency on HTCONDOR-CE
HTCondor and GlideinWMS. _
Switched to Singularity

(Decouple from OS at sites).
Advanced xrootd endpoint
monitoring.

CRII LS2

SlteDB -> CRIC migration!

10\ Advanced monitoring using
MonlT/Grafana.

Partitionable slots in Global

Pool and start using HPC resources.




CMS Resource Scheduling

Production
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Analysis
Schedds

CERN

CERN

\/

Pool

HLT

HPC/Opportunistic

Global

/-

Pool

WLCG

OSG

High Level view of CMS submission Infrastructure

* The idle jobs in the Schedds requests resources in Global pool and then flock to secondary

resources i.e. CERN pool in this case, if it can satisfy the request.




Hierarchical Model of CMS Grid Sites

CMS Experiment ~ 10s of Petabytes/yr by ~2008 Original Design Fundamentals
§ =\ 1 » 1000 Petabytes in < 10 yrs?
Online » > 50% of CPU in Tier2s

Tier O: Where the data comes from and is first
Reconstructed.

0.2-1.5GBI/s

Tier 1s: National Centres, Only for running
simulations and data reconstruction

Tier 2s: Regional Centres, Only for analysis

CMS is able to achieve better overall throughput and
better resource utilisation with the flexibility in the

Tier 4 system.

MONARCH Model




Mesh Network Topology in CMS

7 Tier=1 sites 52 Tier-2 sites
(CPU, disk & tape) USA\ (CPU, disk)
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Combined CMS CPU utilisation for TO, T1 and T2 from Run1 to LS2
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The graph depicts the o
continuous increase in CMS >-
computing CPU resources. o
R 1000
—
<
o)
=
- 500
o
O
0

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Year

* The plot has been made using the actual data in the EGI Accounting Portal - https://accounting.egi.eu/
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CPU Estimates for Run3 and High Luminosity-Large Hadron Collider (HL-LHC)
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For more deeper insights:

Resource provisioning and workload scheduling of CMS Offline &
Computing

) Want to know more?

31 Jul 2020, 11:00
® 20m
@ virtual conference

Computing and Data Han...

https://indico.cern.ch/event/
868940/contributions/3814459/

Speaker

2 Antonio Perez-Calero Yzquierdo (Centro de Investigac... )

Description

The CMS experiment requires vast amounts of computational power in order to generate, process and analyze the data
coming from proton-proton collisions at the Large Hadron Collider, as well as Monte Carlo simulations. CMS computing
needs have been mostly satisfied up to now by the supporting Worldwide LHC Computing Grid (WLCG), a joint collaboration
of more than a hundred computing centers geographically distributed around the world. However, as CMS faces the Run 3
and HL-LHC challenges, with increasing luminosity and event complexity, growing demands for CPU have been estimated. In
these future scenarios, additional contributions from more diverse types of resources, such as Cloud and High Performance
Computing (HPC) clusters, will be required to complement the limited growth of the capacities of WLCG resources. A number
of strategies are being evaluated on how to access and use WLCG and non-WLCG processing capacities as part of a

IC H E P 2020 combined infrastructure, successfully exploit an increasingly more heterogeneous pool of resources, efficiently schedule
computing workloads according to their requirements and priorities, and timely deliver analysis results to the collaboration,

H m”“mu‘ | | ‘ which will be presented in this contribution.
L |
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XRootD

kubernetes

@)

Grafana

Data Management

Run1 @
>
pPhEDEX for managing

data.
Group/Site Managers.

__Lst

Dynamic Data Manage-
ment was introduced.

XRootD for AAA.

FTS3 for phEDEX.

Separated Disk Run?

and Tape End- >

points for T1s. Dynamo - Dynamic Data
Management.

Advanced XRootD monitoring.

XRootD write support implemented.

LS2

PhEDEX -> Rucio Migration
& introducing Kubernetes.

Transferring data via XRootD.

Advanced monitoring using
MonlT/Grafana.

Started working on operational intelligence.

Plans for Run3 and HL-LHGC

* Further improve Data Management with more Intelligent

algorithms for efficient utilisation.
- Migration of Certificates to Tokens for authentication.

- CMS is working to achieve the same functionality of
DDM through Rucio.




Remote Data Access via AAA Storage Federation

User

Application
* AAA = Any data, Anytime, Anywhere S Opin Ao fleD | Cmsd ) Xrootd
Global Xrootd
Q: Open /store/foo Redirector Xrootd Storage
 Efficient remote data access important for flexibility and s | Xrootd | Cmsd
iIncreasing throughput.
Site A Cmsd Xrootd Site B rCmsd IXrootd ”__—JS'neC Cmsd I Xrootd
* CMS application I/0O extended to include remote reads. e oo irace e heracn

* Present technology choice
* XRootD based storage federation
e Sites “publish” storage inventory to regional re-director
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Successful local read remote read

e Central production uses AAA routinely to read input files for
Data and MC workflows.

* Physics Analysis, detector commissioning and other users

save time.
Failed

local read

Fraction of local/remote read —

ok/failed

* No need to wait for data to be transferred locally before
running.




Dynamic Data Management (DDM)

* DDM manages today about 118 PB of disk space

* All Grid sites (Tier-0, Tier-1s and Tier2s) contribute to the DDM P Dynamo server
WWWwW
pOO| A\24 / Inventory \ Applications
e DDM creates new subscriptions or removes subscriptions based on TR Fastcal | ol e Ap Som
1. Data popularity Server ' —> gl | Scheduie
« Access of data is recorded . Registered
sequence

- Create more replicas for 'popular' datasets, lower the

replication for less popular datasets. Auxiliary databases

4 )

Registry DB FTS3 or other

----------

2. Disk usage level on a given site
» Keep sites filled at a 'safe’ level and always use available -
disk space.

_ file operation service
History DB

J

@ Thread / process

3. A set of DDM policy rules (examples, actual config my be Schematic Diagram of Dynamo
different!)
- Keep at least 2 copies of 2016 AOD data.
- Keep at least 3 copies of MINIAODSIM from main 2016 MC
production campaign.
 Delete RECO datasets from disk after 3 months of lifetime.




Estimates for Run3 and High Luminosity-Large Hadron Collider (HL-LHC)
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The graphs estimates the constant increase in CMS Storage resources for Run3 and increases by an order of magnitude for

the HL-LHC.
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Grafana

Data Production

Runi

Manual Submissions &
of workflows using

Prod Agents.

Data Reconstruction
started.

__ Lst

ProdAgents -> WMAgent
Remote Data Access
allowed decoupling

of workflows.

Bt

Run2 X \PNR/
Recovery system implemented
In WMAgents. n
Automatic assignment and mana-
gement of workflows through °
Unified software.

Introduced StepChain workflows.
Moved towards open source
Technologies like MariaDB.

LS2

— :
Automation for resubmis-
sions and log analysis.
Integration to Rucio.

Advanced monitoring using
MonlT/Grafana.
Introducing Kubernetes.

Plans for Run3 and HL-LHC

 Further improve Scalability.

- Shift to more community based solutions for Web
frameworks and databases.

* Increase Code Concurrency i.e. shift completely to
Multithreading and Multiprocessing.

» Horizontal scaling for Kubernetes.

- Better Usage of Data Availabillity.




Decoupling of Workflows and Resource Types

! HLT+
2a Opportunisti

GEN-SIM

- This graph depicts the decoupling of
MC RECO - workflows that was implemented in LS1.

As of LS2, CMS has more flexibility. Everything
runs everywhere except the analysis at HLT.

During Run1

New in LS1

* Rather tight coupling of workflow types to resources in Run 1

* Big gain in flexibility for Run 2
o Almost every workflow can run anywhere
o All CPU joined to one Global HTCondor pool + dedicated Tier-0 pool

o (Almost) all Tier-1 & Tier-2 disk managed via Dynamic Data
Management (DDM)




For more deeper insights on Kubernetes in CMS:

https://indico.cern.ch/event/868940/contributions/3814434/

Migration of CMSWEB cluster at CERN to Kubernetes &

30 Jul 2020, 08:40
® 20m
Q virtual conference

Computing and Data Han...

Speaker

2 Muhammad Imran (National Centre for P...)

Description

The CMS experiment heavily relies on CMSWEB cluster to host critical services for its operational needs. The cluster is
deployed on virtual machines (VMs) from the CERN Openstack cloud and is manually maintained by operator and
developers. The release cycle is composed of several steps, from building RPMs, their deployment, validation and
coordination tests. To enhance the sustainability of the CMSWEB cluster, CMS decided to migrate it to a containerized
solution such as docker, orchestrated with Kubernetes (k8s). This allows us to significantly reduce the release upgrade cycle,
follow end-to-end deployment procedure, and reduce operational cost. This contribution gives an overview of the current
ICHEP 2020 CMSWERB cluster and its issues. We describe the new architecture of the CMSWEB cluster in k8s and its implementation
strategy. We also provide a comparison of VM and k8s deployment approaches, emphasizing pros and cons of the new
-

architecture and report on lessons learned during the migration process.
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88 CMS monitoring project -

CMS MonlT-Grafana Dashboard

Schercas

CMS

Welcome to the CMS Monitoring project

cms-comp-monit@cern.ch
CMSMONIT JIRA

w e

® Last 5 minutes ~
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CMSSDT CMSWEB CRAB Jobs P&R Rucio Sl Sites SLS Tier0 VOCMS WMA XrootD k8s Alerts Others
Production Development Playground Infrastructure Sources Training Shifters Contacts Meetings Migrations Data popularity
: Tier0 : CRAB : cmsweb Site Status
CMS Tier0 Jobs W CRAB ASOMetrics W cmsweb k8s frontends W Site Readiness Report
CMS Tier0 Production W CRAB Metrics A ¢ cmsweb k8s services W Site Status Board
CMS TierO Replay vocms015 W CRAB Overflow via JobRouter A ¢ CMSWEB Node Metrics W
CMS Tier0 Replay vocms047 W CRAB Schedds Instant Load A ¢ CMSWEB timber W VOCMS
ArAN oA Rl e maran - MTmAT A e e Rt o - cmsweb usage W VOCMS EOS QUOTAS
i Jobs i Sites CouchDB ¥ VOCMS GROUP QUOTAS
CMS Job Monitoring W CMS T2 Facilities Use Cases Crabserver cmsweb W VOCMS TIER3 GROUP QUOTAS
CMS Task Monitoring - Task View W Events By Site DAS servers X ¢
CMS Tasks Monitoring GlobalView W HSO06 report DBS global reader W OTHERS
Explore Job Attributes (InfluxDB Tags) e DBS global writer e Kibana dashboards
Explore Job Data (InfluxDB) W i WMAgent DBS migrate server A ¢ gWMS
PR R - CMS WMAgent Monitoring PA¢ DBS phys03 reader W WMArchive host info
: o DBS phys03 writer X ¢ time and CPU
CMS Submission Infrastructure: collector overview Service Level A — - Running_cores by campaign (Dima Plot)
CMS Submission Infrastructure: negotiator view Overview / Service Availability i AAA Infrastructure User jobs (webjob2)
CMS Submission Infrastructure: payload view SLS Details (CMS) Overview / Service Availability W Spider error messages (visible only inside CERN)
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Challenges for the Future:

- Moving towards Heterogeneous Computing.
» Supporting continuous development and Operations.

- Computing and Storage Resources to meet the needs. -
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THE END

This is just the beginning!!

We will continue to evolve and provide physics better than ever!

For More Q/As - sharad.agarwal@cern.ch, akanksha.ahuja@cern.ch, david.lange@cern.ch

Sharad Agarwal for CMS Collaboration - ICHEP 2020
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