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The Daya Bay Experiment Overview
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HONG
KONG

 Primarily designed to precisely measure the θ13 mixing angle
 Using reactor antineutrino oscillation at the ~2 km baseline
 Discovered non-zero value of θ13 in 2012
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The Daya Bay Experiment Overview
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HONG
KONG

6 reactors with 2.9 GWth each ➔ 17.4 GWth total
One of the most powerful reactor complexes in the world
Nuclear reactors - strong source of pure electron 
antineutrinos
Each Daya Bay reactor emits ~�  isotropically6 × 1020 ν̄e/s
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The Daya Bay Experiment Overview
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8 functionally identical antineutrino detectors (ADs) 
Placed in 3 underground experimental halls at the optimal 
distance from the reactors
Submerged in the instrumented ultra pure water pools
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The Daya Bay Experiment Overview
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8 functionally identical antineutrino detectors (ADs) 
Placed in 3 underground experimental halls at the optimal 
distance from the reactors
Submerged in the instrumented ultra pure water pools
Each AD consists of 3 nested volumes: Gd-doped scintillator 
(main target), pure scintillator (γ-catcher), mineral oil (buffer)

20 t of Gd-doped 
liquid scintillator

22 t of scintillator

40 t of mineral oil

PMTs
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Reactor Antineutrino Detection
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Primary interaction - inverse beta decay (IBD): �

Prompt signal energy related to incident antineutrino energy 
�

Spatial and time correlation of prompt and delayed signals greatly 
suppresses the background (background/signal <2% in Daya Bay)

ν̄e + p → e+ + n

Eν̄ ≃ Ep + 0.78 MeV
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Reactor Antineutrino Detection
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Prompt signal

Prompt signal
Primary interaction - inverse beta decay (IBD): �

Prompt signal energy related to incident antineutrino energy 
�

Spatial and time correlation of prompt and delayed signals greatly 
suppresses the background (background/signal <2% in Daya Bay)

ν̄e + p → e+ + n

Eν̄ ≃ Ep + 0.78 MeV
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Delayed signal
Primary interaction - inverse beta decay (IBD): �

Prompt signal energy related to incident antineutrino energy 
�

Spatial and time correlation of prompt and delayed signals greatly 
suppresses the background (background/signal <2% in Daya Bay)

ν̄e + p → e+ + n

Eν̄ ≃ Ep + 0.78 MeV

Reactor Antineutrino Detection
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nGd

Delayed signal

Prompt signal
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Primary interaction - inverse beta decay (IBD): �

Prompt signal energy related to incident antineutrino energy 
�

Spatial and time correlation of prompt and delayed signals greatly 
suppresses the background (background/signal <2% in Daya Bay)

ν̄e + p → e+ + n

Eν̄ ≃ Ep + 0.78 MeV

Reactor Antineutrino Detection
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nGd

nH

Delayed signalPrompt signal
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Primary interaction - inverse beta decay (IBD): �

Prompt signal energy related to incident antineutrino energy 
�

Spatial and time correlation of prompt and delayed signals greatly 
suppresses the background (background/signal <2% in Daya Bay)

ν̄e + p → e+ + n

Eν̄ ≃ Ep + 0.78 MeV

Reactor Antineutrino Detection
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nGd

nH

~30 μs

~200 μs

~0.5 m

Delayed signalPrompt signal
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Neutrino Mixing and Oscillation
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Atmospheric, accelerator ν

Reactor L~2 km, accelerator ν

Solar, reactor L~60 km ν

cij=cosθij 
sij=sinθij 

Δm2ij≡m2i-m2j

Parameter Value Open questions
Δm212 7.5×10-5 eV2 —

|Δm312|≃|Δm322| 2.5×10-3 eV2 Ordering?⇔Δm312≶0 
θ12 33º —
θ23 45º? Maximal?⇔θ23⋛45º
θ13* 9º —
δCP ?º Value?

Oscillation parameters:

Three-neutrino mixing:

Flavor 
states

Mass 
states

Normal ordering

νe νμ ντ

m32

m22

m12

Δm2atm

Δm2sol

m2=?

*Last to known angles - discovered by Daya Bay in 2012
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Oscillation Measurement Principle
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KamLAND

Looking at the flux of �  as a function of distance and energy

Some � ’s disappear due to neutrino oscillation 

ν̄e

ν̄e
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Looking at the number of �  as a function of distance and energy

Some � ’s disappear due to neutrino oscillation 

ν̄e

ν̄e

Oscillation Measurement Principle
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Pν̄e→ν̄e
(L, E) = 1 − sin2 2θ12 cos4 θ13 sin2 Δm2

21L
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− sin2 2θ13 (cos2 θ12 sin2 Δm2
31L

4E
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4E )
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Oscillation amplitude 
given by sin22θ13

Oscillation frequency 
driven by Δm232≃Δm231
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Oscillation Measurement Principle
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Near Detector Far Detector

νe
_

?

1. Near&Far detector 
relative measurement

2. Baseline 
optimization

3. Powerful source, 
large detector(s) 

+4. Low background

Looking at the number of �  as a function of distance and energy

Some � ’s disappear due to neutrino oscillation 

ν̄e

ν̄e
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Systematics Improvements

Absolute energy scale uncertainty <0.5%
• Special calibration campaign with various 

radioactive source encapsulations 
• FADC readout in one AD to determine 

electronics non-linearity 
Reduction of the uncertainty of the  
9Li/8He background
• Dominant background uncertainty 
• Prompt energy cut to enhance the 

9Li/IBD - feasible due to large statistics 
Spent nuclear fuel uncertainty 100%➔30%
• Utilize precise spent nuclear fuel history 

provided by power plant

�15
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as the energy scale uncertainty uncorrelated among detectors.
Consistent results are obtained by an alternative method using
spallation neutron capture on Gd to calibrate the energy scale,
time dependence, and nonuniformity[7].

The absolute energy response, which relates the actual
and observed prompt energies, is improved. The readout
system underestimates the charge of the PMT signals when
they overlap in time due to AC coupling of the front end
electronics. This results in a nonlinear response of the charge
over the entire detector at the ⇠10% level in the energy region
of interest. Effects of scintillator quenching and Cherenkov
radiation contribute an additional ⇠10% nonlinearity. The
energy nonlinearity model with 1% precision used in previous
results is described in Ref. [7]. The model is constructed
with energies of �-rays from deployed and natural sources,
and the � spectrum from cosmogenic 12B. To improve
the understanding of both electronics and LS nonlinearity,
dedicated calibrations have been performed.

In December 2015, a full Flash-ADC (FADC) readout
system was installed in EH1 AD1, recording PMT waveforms
at 1 GHz and 10-bit resolution. The FADC and the existing
electronics readout system acquire data simultaneously.
A deconvolution method is applied to the waveforms to
minimize the dependence on the single photoelectron pulse
shape, in particular the overshoot, and to extract the integrated
charge with minimum bias [11]. The residual nonlinearity in
the reconstructed charge from a single waveform is estimated
to be less than 1% from an electronics simulation tuned to
data. An event-by-event comparison of the total charge of
the two readout systems gives a measurement of the existing
system’s nonlinearity at 0.2% precision.

Uncertainties in the visible energy from � rays (previ-
ously ⇠1%) are dominated by the poor knowledge of optical
shadowing by source enclosures (5 cm tall and 2 cm in
diameter cylinders). A special calibration campaign in
January 2017 deployed 60Co sources with PTFE, greenish
Teflon, and stainless steel enclosures absorbing <0.10%,
1.22%, and 0.65% of photons respectively as determined
from simulation. The reconstructed energies of data and
simulation agree to 0.2% for all source enclosures. The total
uncertainty from these � rays is improved to 0.5%, including
the residual nonuniformity between point-like �-ray sources,
which preferentially illuminate the detector center, and IBD
events over the full target volume.

The � decay of 12B is an allowed transition of the Gamow-
Teller type with a Q value of 13.4 MeV. A total of 470 000
cosmogenic 12B candidates are observed in the Gd LS of the
four near ADs. The � spectrum of 12B decay is compared
to a prediction that includes Fermi motion, screening effects,
corrections for the finite size of the nucleus, and weak
magnetism. A significant uncertainty in the prediction is
due to the weak magnetism correction, estimated as a linear
correction with a coefficient of (0.48±0.24)%/MeV [12, 13].
This uncertainty is propagated to the nonlinearity model
together with uncertainties in the decay branching ratios.

The functional form of the nonlinearity model used in this
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FIG. 1. Relationship between the reconstructed and true prompt
energy, which is a combination of positron kinetic energy and
energies of the annihilation � rays. The updated model and its
uncertainty (red) contains improvements described in the text. The
previous model [7] is shown for comparison.

analysis is identical to the one reported in Ref. [7]. The
improved prompt energy response is shown in Fig. 1. The
precision is better than 0.5% for prompt energy larger than
2 MeV. In-flight annihilation and the 3 �-rays decay from
ortho-positronium have a <0.1% impact on the energy model.
The precision is limited by the systematic uncertainties
associated with the �-ray samples at prompt energies below
3 MeV, and by the statistics of the 12B sample at higher
energy. Consistent results are obtained with the removal of
any one � ray, the measured electronics linearity, or the 12B
constraint. Tabulated form of the model is provided in the
Supplemental Material [14].

IBD candidates are selected following the same criteria as
Selection A in Ref. [7]. The estimated signal and background
rates, as well as the efficiencies of the muon veto, ✏µ, and
multiplicity selection, ✏m, are summarized in Table I. More
than 3.9⇥106 ⌫e candidates are identified. In all three halls,
the background is smaller than 2%, and contributes less than
0.15% to the uncertainty on the IBD rate. Consistent results
are obtained using Selection B in Ref. [7].

The dominant background uncertainty is due to the
cosmogenic production of 9Li and 8He (referred as 9Li in
the following) with subsequent �-n decay, which cannot be
distinguished from IBD on an event-by-event basis. Yields
are estimated by fitting the distribution of time between the
IBD candidate and the preceding muon, as shown in Fig. 2
for muons with visible energy Erec

µ between 1 and 1.8 GeV
in EH1. The falloff with increasing time depends only on the
muon rate for muon-uncorrelated events, while muon-induced
9Li decays with a lifetime of 257 ms.

A prompt energy cut is applied to enhance the contribution
from 9Li, which has a higher energy spectrum. In the
previous analysis, the cut was 3.5 to 12 MeV, resulting in the
distribution shown in the top panel of Fig. 2. Due to the low
rate of 9Li compared to IBD, it is not possible to determine the

1%➔0.5%

PRL 121, 241805 (2018) 
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Latest Measurement with nGd

Based on 1958 days data set
More than 3.9 million antineutrino 
interactions (with 0.5 million in far 
site)
• The largest rector antineutrino 

data set in the world 
Consistent with 3-�  hypothesisν

�16

5

TABLE I. Summary of signal and backgrounds. Rates are corrected for the muon veto and multiplicity selection efficiencies "µ · "m. The
procedure for estimating accidental, fast neutron, Am-C, and (↵,n) backgrounds is unchanged from Ref. [7].

EH1 EH2 EH3
AD1 AD2 AD3 AD8 AD4 AD5 AD6 AD7

⌫e candidates 830036 964381 889171 784736 127107 127726 126666 113922
DAQ live time (days) 1536.621 1737.616 1741.235 1554.044 1739.611 1739.611 1739.611 1551.945

"µ ⇥ "m 0.8050 0.8013 0.8369 0.8360 0.9596 0.9595 0.9592 0.9595
Accidentals (day�1) 8.27± 0.08 8.12± 0.08 6.00± 0.06 5.86± 0.06 1.06± 0.01 1.00± 0.01 1.03± 0.01 0.86± 0.01

Fast neutron (AD�1 day�1) 0.79± 0.10 0.57± 0.07 0.05± 0.01
9Li/8He (AD�1 day�1) 2.38± 0.66 1.59± 0.49 0.19± 0.08

Am-C correlated(day�1) 0.17± 0.07 0.15± 0.07 0.14± 0.06 0.13± 0.06 0.06± 0.03 0.05± 0.02 0.05± 0.02 0.04± 0.02
13C(↵, n)16O (day�1) 0.08± 0.04 0.06± 0.03 0.04± 0.02 0.06± 0.03 0.04± 0.02 0.04± 0.02 0.04± 0.02 0.04± 0.02

⌫e rate (day�1) 659.36± 1.00 681.09± 0.98 601.83± 0.82 595.82± 0.85 74.75± 0.23 75.19± 0.23 74.56± 0.23 75.33± 0.24

Nfar,pred
i , given in Eq. 2:

N far,pred
i = wi

�
✓13,�m2

ee

�
⇥Nnear,obs

i . (2)

The predicted rate is based on the measurements in the
near halls, Nnear,obs

i , with minimal dependence on models
of the reactor ⌫e flux. Weight factors wi account for
the difference in near and far hall measurements, including
detection efficiencies, target mass differences, reactor power
and distance from each core, and oscillation probability.
The 6, 8, and 7 AD periods are treated separately in order
to properly handle correlations in reactor ⌫e flux, detector
response, and background.

To evaluate the oscillation parameters, a �2 is defined
in Eq. 3, where the statistical component of the covariance
matrix V is estimated analytically, and the systematic
component is evaluated from simulations:

�2 =
X

i,j

(N far,obs
j �N far,pred

j )(V �1)ij(N
far,obs
i �N far,pred

i ).

(3)
This approach is described in detail as Method A in Ref. [7].

Using this method, values of sin2 2✓13=0.0856±0.0029
and �m2

ee=(2.522+0.068
�0.070)⇥10�3 eV2 are obtained, with

�2/NDF = 148.0/154. Consistent results are obtained
using Methods B or C in Ref. [7]. Analysis using the exact
⌫e disappearance probability for three-flavor oscillations
yields �m2

32 = (2.471+0.068
�0.070) ⇥ 10�3 eV2 (�m2

32 =

�(2.575+0.068
�0.070) ⇥ 10�3 eV2) assuming normal (inverted)

hierarchy. Statistics contribute 60% (50%) to the total
uncertainty in the sin2 2✓13 (�m2

ee) measurement. The
systematic uncertainty of sin2 2✓13 is dominated by the
detection efficiency uncertainty uncorrelated among detectors
and the reactor ⌫e flux prediction, while that of �m2

ee is
dominated by the uncorrelated energy scale uncertainty.

The reconstructed prompt energy spectrum observed in the
far site is shown in Fig. 3, as well as the best-fit predictions.
The 68.3%, 95.5%, and 99.7% C.L. allowed regions in the
�m2

ee- sin2 2✓13 plane are shown in Fig. 4.
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FIG. 3. The background-subtracted spectrum at the far site (black
points) and the expectation derived from near-site measurements
excluding (red line) or including (blue line) the best-fit oscillation.
The bottom panel shows the ratios of data over predictions with no
oscillation. The shaded area is the total uncertainty from near-site
measurements and the extrapolation model. The error bars represent
the statistical uncertainty of the far-site data. The inset shows the
background components on a logarithmic scale. Detailed spectra
data are provided as Supplemental Material [14].

In summary, new measurements of sin2 2✓13 and �m2
ee are

obtained with 1958 days of data and reduced systematic
uncertainties. This is the most precise measurement of
sin2 2✓13, and the precision of �m2

32 is comparable to that
of the accelerator-based experiments [19–21].

Daya Bay is supported in part by the Ministry of Science
and Technology of China, the U.S. Department of Energy,
the Chinese Academy of Sciences, the CAS Center for
Excellence in Particle Physics, the National Natural Science
Foundation of China, the Guangdong provincial government,
the Shenzhen municipal government, the China General

χ2/DoF=148.0/154

PRL 121, 241805 (2018) 
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Latest Oscillation Result with nGd

Measurement of sin22θ13 with world-
leading 3.4% precision
Measurement of |Δm2ee| with 2.8% 
precision, comparable to accelerator 
experiments
Statistics still contributes by ~60% 
(~50%) to the sin22θ13 (|Δm2ee|) 
uncertainty

�17

sin2 2θ13 = 0.0856 ± 0.0029
|Δm2

ee | = (2.522+0.068
−0.070) × 10−3 eV2

Δm2
32 = (2.472+0.068

−0.070) × 10−3 eV2 (Normal ordering) 

Δm2
32 = − (2.575+0.068

−0.070) × 10−3 eV2 (Inverted ordering)

Effective mass 
splitting

Pν̄e→ν̄e
(L, E) ≃ 1−sin2 2θ12 cos4 θ13 sin2 Δm2

21L
4E

−sin2 2θ13 sin2 Δm2
eeL

4E
PRL 121, 241805 (2018) 
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detection e�ciency from Table III. The parameter �B,d

is the combination of all background uncertainties, which
are given in Table II. There are twenty two correspond-
ing pull parameters denoted as ↵r, ✏d, and ⌘d. The nor-
malization factor ✏ was fit and accounted for any biases
in the backgrounds Bd that were common to all halls
or detectors, and any biases in the predicted number of
IBDs N IBD,d that were common to all detectors; i.e., in
reactor-related models/quantities, the IBD cross section
model, or IBD selection e�ciencies.

Iterating over sin22✓13 with the e�ciency correction
factors as described in Section VII.1.1, the best-fit value
for both the normal and inverted neutrino-mass hierar-
chies was

sin2 2✓13 = 0.071± 0.011, (29)

with a �
2

min
per degree of freedom of 6.3/6.

Figure 23 shows the ratio of the measured rate to the
predicted rate assuming no oscillation, for each detector.
The most recent nGd result from Daya Bay [12] is in-
cluded for comparison. The 5.0%-deficit of EH3 relative
to the near halls given in Eq. (27) is apparent. For the
nGd-IBD analysis, this deficit was about 5.2%, and the
best-fit value was sin22✓13 = 0.084. The red curve is the
oscillation survival probability P⌫ of Eq. (3) with a value
of sin22✓13 = 0.082 from the combination of the nH- and
nGd-IBD analyses, which is described in the next section.

The contributions of various quantities to the total un-
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Daya Bay: 621 days

FIG. 23. Ratio of measured to predicted IBD rate in each
detector assuming no oscillation vs. flux-weighted baseline.
Each detector is represented with a green square (blue cir-
cle) for the nH (nGd) analysis. Error bars include statistical,
detector-related, and background uncertainties. The dashed
green (blue) curve represents the neutrino oscillation proba-
bility using the nH (nGd) result for sin22✓13 and the global
fit value of �m2

32 (the nGd result for �m2
ee [12]). The solid

red curve represents the oscillation probability using the nH-
nGd combined result and �m2

32, and its magenta error band
is from the uncertainty of �m2

32. The baselines of EH1-AD2
and EH2-AD2 are shifted by +20 m, and those of EH3-AD1,
2, 3, and 4 are shifted by -30, -10, +10, and +30 m, respec-
tively, for visual clarity.

certainty of sin22✓13 (�total) are listed in Table IV, where
they are presented as fractions of �2

total
. The variance of

a quantity was estimated as �2

total
minus the square of the

fit error when fixing the nuisance parameter of said quan-
tity to its best-fit value. The sum of the fractions is not
equal to 1 due to correlations. The statistical uncertainty
is the largest individual component. The second- and
third-largest uncertainties are those of the coincidence-
distance criterion and the delayed-energy criterion (see
Table III for the components of the detector contribu-
tion). The reactor-uncorrelated uncertainty is reduced
by a factor of 20, as in the relative expression of Eq. (27).

Uncertainty Fraction (%) Correlation
Statistical 51.8 0
Detector 39.2 0.07
Reactor 4.2 1
9Li/8He 4.4 0
Accidental 0.4 0
Fast neutron 0.3 0
Am-C 0.1 0.7
Combined 100.4 0.02

TABLE IV. Contributions of individual uncertainties to the
total uncertainty of sin22✓13. See the text for details. Detec-
tor uncertainties are characterized in Table III. The last col-
umn contains the estimated correlation coe�cients between
the nH- and nGd-IBD analyses.

VIII.3. nH-nGd Combined Result

The result for sin22✓13 from the current analysis was
combined with that from the most recent nGd-IBD spec-
tral analysis from Daya Bay [12]. The combination was
performed both analytically and via a simultaneous fit
of the nGd-IBD and nH-IBD data sets. Correlations be-
tween the two analyses were estimated for e�ciencies,
backgrounds, and reactor-related quantities.
The correlation coe�cients of the various uncertainty

components are listed in Tables III and IV. Reactor-
related uncertainties are fully correlated and statistical
uncertainties are uncorrelated. The correlation of quan-
tities with negligible uncertainty, such as DAQ time and
muon-veto e�ciency, had negligible impact. The corre-
lation coe�cients of the detector-related quantities are
described in Section VII.8 and listed in Table III. The
accidental backgrounds were treated as uncorrelated be-
cause of the distinct methods and event samples used
in the nH- and nGd-IBD analyses. The Am-C back-
ground was estimated to have a correlation coe�cient of
0.7, while the other backgrounds were uncorrelated (see
Section VI).
The procedure to analytically combine the analyses is

the same as that used for the previous combination [15].
Updated values for backgrounds, e�ciencies, and the
fraction of uncertainty due to statistics were taken from
Ref. [12], for the nGd-IBD analysis. For the nH-IBD

‘Latest’ Oscillation Result with nH

nH - essentially independent analysis from nGd
• Different statistical sample ✔ 
• Mostly decoupled systematics ✔ 
Challenges
• Large background (bg/signal up to 1) ✘ 
• Larger systematic uncertainties ✘ 
‘Latest’ rate-only analysis with only 621 days 
data set
Update under intense preparation
• Expected to be one of the most precise 

measurements of θ13 in the world

�19
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Jinjing Li

sin2 2θ13 = 0.071 ± 0.011
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FIG. 2. (a) Distribution of prompt vs. delayed reconstructed energy for all double coincidences with a maximum 50-cm
separation in all near-hall ADs, (b) total (621-day) accidental background sample (ABS) for all ADs in the near halls, (c) and
(d) are the distributions of prompt vs. delayed reconstructed energy after subtracting the total ABS for the far and near halls,
respectively, (e) and (f) are the reconstructed positions of all prompt events after subtracting the total ABS for the far and
near halls, respectively. The sparser distribution of events at the bottoms of the ADs is due to the presence of acrylic supports
below the IAV.

IV.2.5. Coincidence Distance

The set of DCs was largely comprised of accidental co-
incidences (whose positions are uncorrelated throughout
the detector); therefore, the spatial separation of the re-
constructed positions of the prompt and delayed events
dc was required to be within 50 cm. This rejected 98% of
the accidental coincidences at a loss of 25% of the IBDs.

Figure 2(a) shows the distribution of prompt energy
vs. delayed energy for all DCs in all near-hall ADs after
applying the coincidence-distance criterion. Bands for
both the 2.22-MeV nH and 8-MeV nGd delayed events
are apparent, with a large background of low-energy DCs
around the nH band. The clusters around 1.5 and 2.7
MeV are due to �’s from 40K and 208Tl decays, respec-
tively. The bands between these clusters are dominated
by the decay products of 238U. The measured nH � en-
ergy was around 2.33 MeV, which is o↵set from the
true value of 2.22 MeV because of nonlinear detector re-
sponse and the calibration of the energy scale with nGd
events. The nH delayed events were fit as described in
Section VII.3, providing a mean and a standard deviation
� for each AD. Delayed events were required to have Erec

within 3� (⇡0.42 MeV) of the mean for each AD, which
excludes �’s from 40K. The accidental background from
the remaining decays was e↵ectively removed by the sub-
traction described in Section V. Backgrounds from corre-
lated events are described in Section VI. E�ciencies and
uncertainties of the IBD selection criteria are described
in Section VII.

V. ACCIDENTAL BACKGROUND

Accidental backgrounds were caused by two uncorre-
lated AD events that satisfied the IBD selection criteria,
and were almost entirely due to natural radioactivity in
the materials around and within the detectors. The en-
ergy spectra of this background are visible below 3 MeV
in Fig. 2(a). Because the delayed event of an nH IBD is
from a 2.22-MeV �, which overlaps with this background
spectrum, the accidental background rate relative to the
IBD rate was typically > 50 times that of the nGd-IBD
analysis for the ADs in EH3 after applying all IBD selec-
tion criteria.
The background was estimated for each AD within

each run (about 2-3 days) by constructing accidental
background samples (ABSs) from the singles in a run.
An ABS was constructed by sequentially pairing singles
from the first half of the run with singles from the second
half of the run. The resulting ABS consisted of NABS�tot

accidentals, and after applying the remaining IBD selec-
tion criteria (distance and energy), the ABS consisted
of NABS�cut accidentals. To obtain the true value for
"ABS ⌘ NABS�cut/NABS�tot, the calculation of "ABS was
repeated for several hundred di↵erent pairing sequences
of the singles, and the Gaussian mean of the resulting
distribution was taken as "ABS. Figure 2(a) shows the
energy distribution of all DCs (621 days) of all near-
hall ADs without applying the delayed-energy criterion,
and Fig. 2(b) shows the energy distribution of the total
ABS (621 days) of all near-hall ADs after applying the
coincidence-distance criterion. Each ABS was scaled to a
calculated number of accidentals (NAcc) and subtracted
from its corresponding number of DCs (NDC) to obtain

nH

Assuming Δm2
32 = (2.44 ± 0.06) × 10−3 eV2 (NO)

Background
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Search for Light Sterile Neutrino
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5

updated neutron lifetime in the IBD cross-section calculation;
and (iii) the use of the Huber+Mueller [41, 42] model instead
of the original ILL+Vogel model [43, 44] to make the flux pre-
diction at the different baselines. The reproduced contour is
very similar to the one published originally by the Bugey-3
collaboration, shown in Fig. 1.
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Figure 1. The Feldman-Cousins (FC) exclusion region at 90% C.L.
from the analysis of 1230 days of Daya Bay data is shown as the solid
blue line. The 90% C.L. median sensitivity is shown as the dashed
red line, along with 1σ and 2σ bands. The excluded region for the
original Bugey-3 limit with the raster scan technique is shown in
green, while the resulting CLs contour from Daya Bay and its com-
bination with the reproduced Bugey-3 results with adjusted fluxes are
shown in grey and black, respectively. The regions to the right of the
curves are excluded at the 90% CLs or 90% C.L.

The MINOS and MINOS+ experiments used two detec-
tors placed on the NuMI beam axis, the Near Detector
(ND), located 1.04 km downstream from the production tar-
get at Fermilab at a depth of 225 meters-water-equivalent,
and the Far Detector (FD), located 734 km further down-
stream, in the Soudan Underground Laboratory in Minnesota
at a depth of 2070 meters-water-equivalent. The detectors
were functionally-identical magnetized, tracking, sampling
calorimeters composed of steel-scintillator planes read out by
multi-anode photomultiplier tubes [45]. The NuMI neutrino
beam is produced by impinging 120 GeV protons accelerated
by the Main Injector complex at Fermilab onto a graphite tar-
get. The emerging secondary beam of mostly π and K mesons
is focused by two parabolic electromagnetic horns and al-
lowed to decay in a 675 m long helium-filled pipe, resulting
in a neutrino beam composed predominantly of νµ, with a
1.3% contamination of νe [46]. The detectors accumulated a
10.56×1020 POT beam exposure during the MINOS neutrino
runs, with the observed neutrino energy spectrum peaked at

3GeV. In the MINOS+ phase, the detectors sampled a higher-
intensity NuMI beam, upgraded as part of the NOvA experi-
ment [47], with the neutrino energy spectrum peaked at 7 GeV.
The higher-energy neutrino beam, although less favorable for
three-flavor oscillation measurements (for MINOS’ baseline
and three-neutrino standard oscillations, the muon neutrino
disappearance maximum occurs at Eν ≈ 1.6GeV), provides
greater sensitivity to sterile-induced muon neutrino disappear-
ance by increasing the statistics in regions of L/Eν where os-
cillations driven by large mass-squared splittings would occur.
A new search for sterile neutrino mixing using an additional
exposure of 5.80 × 1020 POT of MINOS+ data has been re-
cently published [29]. Unlike the previous MINOS analysis
based on the ratio between the measured neutrino energy spec-
tra in the two detectors (Far-over-Near ratio) [48–51], limited
by the statistical error of the lower-statistics FD sample, the
new analysis employs a two-detector fit method, simultane-
ously fitting the reconstructed neutrino energy spectra in both
detectors [52]. The new technique exploits the full power of
the large ND statistics for L/Eν regions probed by the ND
baseline.

The analysis employs both the charged-current (CC) νµ and
the NC data samples from MINOS and MINOS+. The CC
νµ disappearance channel has sensitivity to θ24 and ∆m2

41, in
addition to the three-flavor oscillation parameters ∆m2

32 and
θ23. The NC sample has sensitivity to θ34, θ24 and ∆m2

41,
albeit with a worse energy resolution (due to the missing en-
ergy carried by the outgoing final-state neutrino) than in the
CC case, as well as lower statistics due to the lower NC inter-
action cross section. As detailed in Refs. [29, 52], the analysis
is approximately independent of the angle θ14 and the phases
δ13, δ14, and δ24, so these parameters are all set to zero in
the fit. The MINOS and MINOS+ combined search for ster-
ile neutrinos places the most constraining limit to date on the
mixing parameter sin2 θ24 for most values of the sterile neu-
trino mass-splitting ∆m2

41 > 10−4 eV2.

Following the same approach used in the first joint analysis
by MINOS and Daya Bay [25], the CLs contours for the new
two-detector fit of MINOS and MINOS+ data are obtained us-
ing a similar prescription to the one used by Daya Bay, but
where the test statistics ∆χ2

3ν and ∆χ2
4ν are approximated

by MC simulations of pseudo-experiments without assuming
they have Gaussian distributions. The consistency with the
published Feldman-Cousins corrected limits is displayed in
Fig. 2. The new MINOS and MINOS+ limits are combined
with the Daya Bay and Bugey-3 limits described above to ob-
tain a new improved limit on anomalous νµ to νe oscillations,
as discussed below.

The disappearance measurements from the three exper-
iments are combined using the same methodology as in
Ref. [25]. For each fixed value of ∆m2

41, the ∆χ2
obs value and

the ∆χ2
3ν and ∆χ2

4ν distributions for each (sin2 2θ14, ∆m2
41)

point from the Daya Bay and Bugey-3 combination are paired
with those for each (sin2 θ24, ∆m2

41) point from the MINOS
and MINOS+ experiments, resulting in specific (sin2 2θµe,
∆m2

41) combinations according to Eq. 7. Since systematic un-

�20

‘Sterile’ neutrino signature in Daya Bay 
- an additional oscillation mode on top 
of the known one
No significant signal observed using 
1230-day data set
Placed the most stringent limits on 
sin22θ14 for Δm241<0.2 eV2

Further extended at larger Δm241  
by combination with Bugey-3

arXiv:2002.00301,	accepted	by	PRL	

Additional mixing 

Additional 
Δm2 

Pν̄e→ν̄e
(L, E) ≈ 1−sin2 2θ13 sin2 Δm2

31L
4E

−sin2 2θ14 sin2 Δm2
41L

4E

See poster by
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Figure 4. Comparison of the MINOS, MINOS+, Daya Bay, and
Bugey-3 combined 99% CLs limit on sin

2
2θµe to the LSND and

MiniBooNE 99% C.L. allowed regions. The limit also excludes
the 99% C.L. region allowed by a fit to global data by Gariazzo et
al. where MINOS, MINOS+, Daya Bay, and Bugey-3 are not in-
cluded [56, 57], and the 99% C.L. region allowed by a fit to all avail-
able appearance data by Dentler et al. [58] updated with the 2018
MiniBooNE appearance results [21].
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Conclusions
The latest Daya Bay reactor antineutrino oscillation measurement using 
nGd data sample with >5 years of data yielded:

    �
Independent analysis using neutron capture on hydrogen with ~2 years 
of data provides consistent value of θ13

• New result under intense preparation 
Search for light sterile neutrino has not found any
• Daya Bay, Bugey-3 and MINOS+ placed strong limits on   mixing 
Data taking will finish in Dec 2020 - final Daya Bay result on θ13 will be 
the standard for the foreseeable future
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values and uncertainties, and the values at the best-fit
point.

5.2. Results of the nonlinearity model calibration

The �2 function in Eq. 11 is minimized, resulting
in a �2

min/NDF = 70.6/(86-5) = 0.87. The nonlinearity
model of e+, which is the prompt signal in the ⌫e detec-
tion, is derived from the best-fit parameters, as shown in
Fig. 18. The depicted uncertainty band corresponds to
the models consistent with the calibration data within
68% C.L. (with a ��2 < 5.89 compared to �2

min).
A precision better than 0.5% is achieved for prompt
energies larger than 2 MeV. The precision is limited by
the systematic uncertainties associated with the � rays
at energies below 3 MeV, and by the 12B statistics at
higher energy. As discussed in Sec. 3.1.3, the in-flight
annihilation and the 3 � decay from o-Ps have a <0.1%
impact on the nonlinearity model. The best-fit full
nonlinearity and scintillation nonlinearity of e�, e+and
� are provided in the tabular form as Supplemental
Materials [31].
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Figure 18: Relationship between the reconstructed and true
prompt energy, which is the sum of positron kinetic energy and two
0.511 MeV annihilation � rays. The previous model in Ref.[15] is
shown for comparison (colour on-line).

The energy nonlinearity model agrees with the cali-
bration data well, as shown in Fig. 19. The values of
best-fit parameter are provided in Table 4, and Fig. 20
shows the correlation matrix of the five parameters.
The Birks’ coe�cient, kB, has a large positive corre-
lation with the absolute energy scale A and a negative
correlation with the Cherenkov contribution kC . The
correlation between the LS and electronics nonlinearity,
↵ and ⌧, is weak due to the constraints from the
directly measured electronics nonlinearity. It is not
practical to compare the best-fit values with those of

other experiments due to the dependence on simulation
parameters.
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Figure 19: Top: comparison of the reconstructed 12B energy spectra
between the data and the prediction with best-fit nuisance parameters.
Bottom: the estimated LS nonlinearity (red line), and the measured
from � rays. The error bars of the 12B spectrum represents the
statistical uncertainty, while those of the � calibration points are taken
from Table 1.
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measurement helps to decouple the LS and electronics nonlinearity.
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