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The LHCb detector

@ Instrumented in the forward
region to exploit
forward-production of ¢- and
b-hadrons

LHCb MC

(s =14 TeV

@ Located at point 8 of the LHC
@ General-purpose detector in the forward region o, rraa) =
@ Specialised in studying b- and c-decays

/2
0, [rad]
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The LHCb detector JINST 3 (2008) S08005

@ Instrumentation in the
A\ forward region
EcaL HOAL
SPD/PS M3 (2 <n< 5)
RICH2 My M2 \\\ \\‘
@ Excellent secondary
vertex reconstruction

@ Precise tracking before
and after magnet

@ Good PID separation up
to ~ 100GeV/c
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https://doi.org/10.1088/1748-0221/3/08/S08005

LHCDb timeline

Run | LS 1 Run I LS 2 Run 1l LS 3 Run IV LS4 Runs V+

HL-LHC
N I S S S O [ B .

2010 2012 2014 2016 2018 now 2022 2024 2026 2028 2030 2032
Phase | Upgrade Phase Ib Upgrade Phase Il Upgrade
Triggerless rea‘dout at 40 MHz Possible stepping stone Upgradt‘a for HL
9fp~! 50fb~" 300fb~"
\ \
Belle 2 LHCb may be only dedicated B-physics experiment
50ab~"
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The LHCb detector: Run Il upgrade

Verte:
Locator .

-5m

o

N " N\
Side View ECAL HCAL NN\

SciFi

|
Phase-I Upgrade 5 m

Dan Craik (MIT)

The Allen Project

Instantaneous Luminosity [10%2 cm2 571

3

CERN-LHCC-2012-007

LHC Fill 2651 [Run I}

A real fill with the

d

A 121
upgrade-overlaid
LHCb upgrade

ATLAS & CMS
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LHCb Run |

LHCb
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@ New vertex locator
@ New tracking (UT, SciFi)
@ New front-end electronics

@ Run at 5x higher luminosity
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https://cds.cern.ch/record/1443882

Challenges in Run Il
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events / sec for £

10% cm’s™

@ Atincreased luminosity, charm (beauty) in 24 % (2 %) of
bunch crossings

o Cannot write out charm at 7 MHz
@ Trigger must distinguish signal from less-interesting signal
as well as from background
@ No longer feasible to have first trigger based on
calorimeters and muon detectors alone
@ Need as much information about an event as soon as
possible — run tracking
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Tracking at LHCb

Upstream track
T1 T2 T3

@ Tracking requires readout of
several sub-detectors

@ Tracks must be extrapolated VELO
between VELO, UT and SciFi I
(T1-T3)

@ Also match to muon stations
for muon particle ID

uTt
Long track

VELO track Downstream track

T track
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LHCDb trigger in Run llI

Run 1 Run 2 Run 3: Baseline
[ pp Collisions ] [ pp Collisions ]
LTB/s | 1TB/s
( Hardware L0 ) 5TB/s
50GB/s | 50 GB/s
( EB EB )
50GB/s | 50GB/s 5TB/s |
x86 CPU farm x86 CPU farm
( HLT1 I 1( HLT1 )
lﬁGBh
4GB/s [253;:;1:&?] [calibr;tlilgr?ra(r)lg iiisgnment]
; 6GB/s |
( HLT?2 I 1( HLT?2 )
0.3GB/s § 0.7GB/s 10GB/s §
[ Storage Storage
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@ Hardware trigger to be removed from
Run Il

@ HLT1 software trigger must perform at
30x higher rate with 5x the pileup
@ Buffer will reduce from
O(weeks)— O(days)
@ Significant increase in data transfer rates
@ New trigger setup offers up to ~ 10x

efficiency improvement for some physics
channels
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Alternative trigger for Run 111?

Run 1 Run 2 Run 3: Baseline Run 3: GPU-enhanced
[ pp Collisions ] [ pp Collisions ] [ pp Collisions ]
LTB/s | 1TB/s
[ Hardware LO ] 5TB/s 5TB/s
50GB/s | 50 GB/s ] -
( EB EB ) ‘ + ’
50GB/s | 50GB/s 5TB/s | HLTL on GPUs
x86 CPU farm x86 CPU farm 0.2TB/s
( HLT1 I 1( HLT1
L 6GB/s | x86 CPU farm
4GB/s [ » ‘bgffer on disk ] [ ] blAlﬁ‘er‘ on disk ]
calibration calibration and alignment calibration and alignment
6GB/s ' |
( HLT2 I 1( HLT2 Il HLT2 )
0.3GB/s § 0.7GB/s 10GB/s § 10GB/s &
[ Storage [ Storage [ Storage ]
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@ Option to move to a
GPU-based HLT1 with
GPUs installed on the
Event Builder servers

@ Free up full CPU farm
for HLT2 and save on
networking between
event builders and
CPU farm

@ Demonstrated
technical feasibility

@ Decision due next few
months
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Why GPUs?

42 Years of Microprocessor Trend Data

107 - wd * 7| Transistors
LW il (thousands) , .
10° LA I @ Moore’s law still holds but
10° ﬁ&?“;; TRl SQ%T&TQEZ: single-thread performance has
10t g { (SpeciNTx10) levelled off
\ . ::: 2 ‘ﬂ I!*.“‘ |'. Frequency (MHz) .
10° X ’.;_G.;y ‘ o | typical Povier @ Gains now to be made through
107 | Tt b T ISTRIRETRY WL (Watts) parallelisation
- - Ty vV .::. Number of Lo
R S A c34% wdeaicoes @ GPUs specialised for
100 g o —— 1 massively parallel operations
1970 1980 1990 2000 2010 2020 (100s—1000s of cores)

Year

Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2017 by K. Rupp
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GPU architecture

H-HH H-HH H-HH
[ |Block (0,00 | [ Block (0,1) ]| || Block (0,n) |
T T L L
[T [TTTT [T
H-H H-HH H-HH
[ | Block (1,0 _| || Block (1,1) | | | Block (1,n) _|
T T L T |
[T [T [T
H+H H-HH -
Block (m,0)_| [ Block (m,1)_| || Block (m,n)_]|
A - T L
[TTTT [T [TTTT

Thread Thread
(0,0) 0,1)
Thread Thread
(M,0) (M,1)

Thread
(O,N)
Thread
(M,N)
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@ Kernel executed in many threads

@ Threads run same algorithm on different parts of the
data

@ Threads arranged within blocks within a grid

@ Threads within a block share memory and
synchronised

@ Block and grid dimensions optimised for each kernel
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Amdahl’s law

Parallel fraction
90%
75%
50%

Speedup = m
@ S = sequential fraction

@ P = parallel fraction

@ N = number of processors

Speed-up factor
O NWRARUIONOOOO

1 4 16 64 256 1024
N processors

Significant gains require large fraction of sequence to be parallelised
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External constraints

@ ~ 250 Event Builder servers — ~ 500 GPUs
@ 16 — 32 GB/s PCle rate — sufficient for 5 TB/s input

@ Small raw event size ~ 100 kB — process several 1000 events at once per GPU
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The A”en pI’OjeCt arXiv:1912.09161

@ Generic configurable framework for GPU-based execution of an algorithm sequence
Stand-alone software package: https://gitlab.cern.ch/lhcb/Allen 5
Dependencies: C++17 compiler, CUDA v10.2, boost, ZeroMQ
Built-in validation and monitoring (requires ROOT)

Process thousands of events in a single sequence
@ Opportunity for massive parallelisation

Cross-platform compatibility with CPU architectures
Named for Frances E. Allen
Implement HLT1 on GPUs
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https://gitlab.cern.ch/lhcb/Allen
https://arxiv.org/abs/1912.09161

Algorithm sequeunce

@ Multiple “streams” on each GPU process “slices” of O(1000) events

@ Single transfer of data to GPU device
o Data passed to device

o All algorithms executed in order
o Results passed back to the host

@ Configurable sequences at compile time

@ Configurable algorithms at run time via JSON
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Memory management

@ No dynamic memory allocation

@ Data dependencies and memory assignments resolved at compile
time

S o ® N 0L wN -

@ Host and device memory handled by custom memory manager |
o All memory allocated on startup i

13

e Assigned on demand i

15

16

@ Failsafe mechanism to sub-divide data slices with unusually large v
memory requirements and pass through problematic events .

20
21
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Integration

@ |/O performed asynchronously by separate CPU thread
o Input data banks may be read from binary files or decoded from MDF or MEP formats

@ Only selected events sent to output
@ Selection decisions and reconstructed objects added to output data

@ Monitoring also performed in dedicated thread
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HLTA

@ HLT1 involves decoding,

clustering and track
Event Cut

reconstruction for all tracking

subdetectors
Velo decoding
and clustering

@ Algorithms also perform
Kalman filter and trigger
selection

UT decoding

'
'
Muon decoding

UT tracking

@ All stages of the process may
be parallelised

Find sec-
ondary vertices

SciFi decoding

il s
Ll

SciFi tracking Select events
Selected events

Parameterized
Kalman filter
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HLTA

@ HLT1 involves decoding,

clustering and track
reconstruction for all tracking
subdetectors
Global
@ Algorithms also perform
Kalman filter and trigger
and clustering

selection

UT decoding

'
'
Muon decoding

UT tracking

@ All stages of the process may
be parallelised

Find sec-
ondary vertices

SciFi decoding

SciFi tracking Select events

il s
Ll

VELO

Parameterized Selected events
Kalman filter
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HLTA

@ HLT1 involves decoding,

clustering and track
reconstruction for all tracking
subdetectors
Global
@ Algorithms also perform
Kalman filter and trigger
and clustering

selection

UT decoding

'
'
Muon decoding

UT tracking

@ All stages of the process may
be parallelised

Find sec-

SciFi decoding ondary vertices

SciFi tracking Select events
Selected events

VELO

Parameterized
Kalman filter
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HLTA

@ HLT1 involves decoding,
clustering and track
reconstruction for all tracking
subdetectors

@ Algorithms also perform
Kalman filter and trigger
selection

@ All stages of the process may
be parallelised

am i
4 Long track
| Downstream track
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pstream track
re

VELO

Raw data

Global
Event Cut

Velo decoding
and clustering

Velo tracking

Simple Kalman filter

Find primary vertices

The Allen Project

uT

SciFi

UT decoding

UT tracking

SciFi decoding

SciFi tracking
Parameterized
Kalman filter

'
'
Muon decoding

Find sec-
ondary vertices

Select events
Selected events
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HLTH

@ HLT1 involves decoding,
clustering and track
reconstruction for all tracking
subdetectors

@ Algorithms also perform
Kalman filter and trigger
selection

@ All stages of the process may
be parallelised

pstream track

am trad
4 Long track
| Downstream track
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VELO

Raw data

Global
Event Cut

Velo decoding
and clustering

Velo tracking

Simple Kalman filter

Find primary vertices
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uT

SciFi

UT decoding

UT tracking

SciFi decoding

SciFi tracking
Parameterized
Kalman filter

'
'
Muon decoding

Muon

Find sec-
ondary vertices

Select events
Selected events
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HLTH

@ HLT1 involves decoding,
clustering and track
reconstruction for all tracking
subdetectors

@ Algorithms also perform
Kalman filter and trigger
selection

@ All stages of the process may
be parallelised

am i
4 Long track
| Downstream track

pstream track
re

Dan Craik (MIT’

VELO

Raw data

Global
Event Cut

Velo decoding
and clustering

Velo tracking

Simple Kalman filter

Find primary vertices
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uT

SciFi

UT decoding

UT tracking

SciFi decoding

SciFi tracking
Parameterized
Kalman filter

'
'
Muon decoding

Muon

Find sec-
ondary vertices

Select events
Selected events
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Parallelisation

[ TTTT [TTTT [T TTT

T T T

[|Block (0,00 |  [] Block (0,1) _] [|Block (0.n) _| H
u S I m Run each event in one block
[ TTTT [TTTT [TTTT

T T T

[|Block (1,0) | [ Block (1,1) _} [ | Block (1,n) _]

Ly Ly Ly

[T [TTT171 [TTT171

T A SEms

[ ] Block (m,0) | [] Block (m,1)_] [ | Block (m,n)_]

Ny Ly Ly

[T [TTT71 [T

Thread M Thread . Thread
() ©.1) (O.N)
Thread (8 Thread . Thread
(M,0) M.1) M.N)
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Parallelisation

TTTTT TTTTT TTTTT

RS il RN & i Run each event in one block

TTTTT TTTTT TTTTT . . .
Heecom S Hoockan | H aee Decoding — parallelise by readout unit
EERE EE EEE

mEm mEm A

[ ] Block (m,0) | [] Block (m,1)_] [ | Block (m,n)_]

P - EERE

Thread M Thread . Thread
() ©.1) (O.N)
Thread (8 Thread . Thread
(M,0) M.1) M.N)
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Parallelisation

[ TTTT [TTTT [T TTT
T T T
[ ] Block (0,0) | Block (0,1) _| [ | Block (0.n) _]
Ly I Ly
[T [TTT1 [T
[ TTTT [TTTT [TTTT
T T T
[|Block (1,0) | []Block (1,1) _] || Block (1,n) _]
Ly L L
[T [TTT171 [TTT171
TTTTT

HHH H-HH HH
Block (m,0) | Block (m,1)_| Block (m,n)_|
Dy P Ly
[T [TTT71 [T

Thread Thread
(0,0) (0.1)
Thread Thread
(M,0) M,1)

Thread
(o.N)

Thread
(M,N)

Run each event in one block
Decoding — parallelise by readout unit

Clustering — parallelise in (overlapping) detector regions
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Parallelisation

:::‘::’:: ::‘::‘:: :::‘::’:: Run each event in one block
:H(m: :H(H.‘: :H(H.‘: Decoding — parallelise by readout unit
[T [T [T
Clustering — parallelise in (overlapping) detector regions
:j‘::’:: :: %:’:: :: ‘:::i Tracking — parallelise by track

Thread M Thread . Thread
() ©.1) (O.N)
Thread (8 Thread . Thread
(M,0) M.1) M.N)
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Parallelisation

[TTTT TTTTT TTTTT
T T T
[ Block (0,0) ]| Block (0,1) | Block (0,n) _|
Ly L Ly
[T [TTT1 [T
TTTTT TTTTT TTTTT
T T T
[|Block (1,0) | []Block (1,1) _] Block (1,n) _|
Ly L L
[TTT17T [T 11 [T 111
TTTTT

HHH H-HH HH
Block (m,0) | Block (m,1)_| Block (m,n)_|
Dy P Ly
[T 11T [T [T

Thread Thread
(0,0) (0.1)
Thread Thread
(M,0) M,1)

Thread
(0,N)

Thread
(M,N)

Run each event in one block

Decoding — parallelise by readout unit

Clustering — parallelise in (overlapping) detector regions
Tracking — parallelise by track

Vertexing — parallelise by combination
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Example: velo clustering

26 planes of silicon pixel detectors Clustering with bit masks

1 im |
I 1

. 390 mrad
cross section at y=0 70 mrad

|| 1111

2 — 15 mrad |66 mm

interaction region showing
2XOpeam = ~12.6 cm

[T

1T
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Example: velo tracking IPDPSW (2019) 00118
sort by phi
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https://doi.org/10.1109/IPDPSW.2019.00118

Example: velo tracking

sort by phi find windows in phi
[ ] [ ]
X -=> ° °
- o, § i
. ] s
o |}
@, window {‘%.Cl
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IPDPSW (2019) 00118
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https://doi.org/10.1109/IPDPSW.2019.00118

Example: velo tracking

sort by phi find windows in phi
[ ] [ ]
X -=> ° °
- o, § i
. ] s
o |}
@, window {‘%.Cl
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IPDPSW (2019) 00118

forward tracks

Po o}

P1 .}

@a@p
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https://doi.org/10.1109/IPDPSW.2019.00118

Example: velo tracking

sort by phi

find windows in phi

° °
-=> (] °
L4 (<)
¢ T—» ° °
£ g s
)
¢, window {.‘ [P1.Cl

j!on e® o

IPDPSW (2019) 00118

forward tracks

Po o}

1 @)

(PZ.}' coaoooacE]

______________________________________________

@
°
®
L
[ ]
] e ¢ —o©
[ ]

seed tracks
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https://doi.org/10.1109/IPDPSW.2019.00118

Example: velo tracking

sort by phi

find windows in phi

[ ] L]
[ ] [ ]
® ®
¢ T—v ° °
< 3 s
)
¢, window {.‘ [P1.Cl

j!on e® o

IPDPSW (2019) 00118

forward tracks

Po o}

1 @)

(PZ.}' coaoooacE]

______________________________________________

@
°
®
L
[ ]
] e ¢ —o©
[ ]

seed tracks
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https://doi.org/10.1109/IPDPSW.2019.00118

Example: velo tracking

sort by phi

find windows in phi

®
°
°
]
°
° B ——
° °

seed tracks
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IPDPSW (2019) 00118

forward tracks
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° [} ° o
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930} =
° °
1 - Y 4=
[remest 3 effiiency. not electrons S
[ 3 ctﬁliicncy.;clccnmns ) Z
0.8 p, distribution. not electrons - £
pj distribution, electrons H
06 LHCb simulation 13
GPU R&D ]
04 H4 Z
0.2 4
L L
2000 4000
p,. [MeV]
T
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https://doi.org/10.1109/IPDPSW.2019.00118

Example: velo vertexing

Record z of closest approach to beamline for each track

Peaks in distribution identify PVs

T E C 91 =
g 45 » I 12
e 45_ LHCDb simulation, GPU R&D 5 r 1%
g F g 0.8 - P -4 5
2 35/ H - LHCb simulation {1 2
& 3sE / ° r GPU R&D 1 &
3 PV 06k ™ q s
E . .0 1 =
.5 candidates ——_ r ] s
: 04fF ™ 1k
o \ af i
15 L N ]
£ 02F 1 eftiiency -
0sE- J N - multiplicity distribution ]
E O 1 1
ob—0©L —L i Anh P ) 20 20
.o ’ P track multiplicity of MC PV
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Allen selection ingredients HHOBFIGURE2019:005

effiiency

Primary vertices

2F I effiiency 3

LHC simultion
GPU R&D

W multiplicity distribution

20 40
track multiplicity of MC PV

Tracks

GPURSD

o 2000 4000
Py [MeV]

Number of events [a.u.]

Number of events [a.u.]

Secondary vertices

Selections
@ One track
@ Two tracks
@ Single muon
@ Two muons (displaced)
@ Two muons (high-mass)

Muon ID efficiency

Muon ID

50

Efficiency

100
pMeV]

Momentum
12F . — E
E - 13
08 B 3z
osf T preoluion 1z
ok dibuon 1:
02F GPU R&D |
- . 0"
p [MeVic
Impact parameter
1 T .
K 500 1000 1500 2000

Number of events [.u.]

x10"

Rate [kHz]
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http://cds.cern.ch/record/2693058/

Al |en pe rform ance LHCB-FIGURE-2019-009

@ Total rate reduced 30 — 1 MHz

T”_?gerk F;a;te [kljz] @ Physics performance consistent with x86
-lrac 5+18 baseline
2-Track 659 + 31
High-pr muon 5+ 13 Signal GEC TIS-OR-TOS TOS GEC x TOS
Displaced dimuon | 74 +10 B —KUutu [89£2 - 91£2  89k2  79+3

. . BY — K%¢te~ | 84+3 69+ 4 62+4 52+4
Total 999 4 38 Df - KtK—n+ | 8244 59+5 43+5 35+4

Z = ptp 78 & 1 99+ 0 99+0 77+1

GEC = global event cut, TIS = trigger independent of signal, TOS = trigger on signal
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http://cds.cern.ch/record/2693058/

Al |en thl’OUg hput LHCB-FIGURE-2019-009

Tesla viee-pcIE-32¢8 | HENEEEENERRRNERRNNRRNNNRNNNNNNNNRNNNNNNUNNNNEN] 78.62 kHz
Quadro RTX 6000 LT T T 72.83 kHz
GeForce RTX 2080 Ti |HEEEEEEEEERNSENERRNRRNRRRRRRRRRRRNARNRRND 68.36 kHz
Tesla T4 HHNNNENNNENNNNRNEEND 34.92 kHz
GeForce 6Tx 1080 Ti |[HEEEEEEEERENRNEREN 30.23 kHz
GeForce GTX TITAN X TR ENEEND LHCD simulation 19.20 kHz
GeForce GTx 1060 6c3 | [HENEEEN 12.74 kHz
GeForce GTX 680 m GPU R&D 5.50 kHz
GeForce GTX 670 m 5.22 kHz

| 1 1l 1 ] 1 1l 1 1 1l 1 1l 1 1l 1 1l

T T T T T T T T T

[} 10 20 30 40 50 60 70 80

@ Full HLT1 algorithm can be run on ~ 500 current GPUs
@ Buy GPUs instead of networking
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http://cds.cern.ch/record/2693058/

Allen throughput

LHCB-FIGURE-2019-009

@ Performance scales with GPU so can expect more from 2021 GPUs

Allen throughput [kHz]
_- [ %] w . w (=2
o o o o o o

o

.TeSJa V100 32GB

Quadro RTX 2080 Ti
GeForce RTX 2080 Ti

LHCb simulation
GPU R&D

.Tesla T4
SeForce GTX 1080 Ti

SeForce GTX TITAN X

SeForce GTX 1060 6GB

° .GeForce GTX 680
GeForce GTX 670

25 50 7.5 100 125 15.0 17.5 20.0 225
Theoretical 32 bit TFLOPS

o Not yet limited by Amdahl’s law
o Potential to perform more tasks within HLT1
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http://cds.cern.ch/record/2693058/

@ Allen project offers a GPU-implementation of LHCb HLT1
@ Full track reconstruction and selection performed
@ Generic framework allows for configurable algorithm sequence

@ Feasibility for possible use in Run lll already demonstrated
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