
24 August 2021
The XXVIII International Conference on Supersymmetry

and Unification of Fundamental Interactions (SUSY 2021)

Yuta Okazaki (Kyoto University)
on behalf of the ATLAS collaboration

Search for charginos and neutralinos in final states
with two boosted hadronically decaying bosons

and missing transverse momentum
with the ATLAS experiment arXiv:2108.07586

public page

https://arxiv.org/abs/2108.07586
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2018-41/


Introduction 

!2

�̃heavy

�̃heavy

p

p

�̃light

W/Z

q

q

�̃light

Z/h

b

b

�̃heavy

�̃heavy

p

p

�̃light

W/Z

q

q

�̃light

W/Z
q

q

�m = m(�̃heavy)�m(�̃light)

100 200 300 400 500 600 700 800
 ) [GeV]0

2χ
∼, ±

1χ
∼m( 

0

50

100

150

200

250

300

350

400

 ) 
[G

eV
]

0 1χ∼
m

( 

Expected limits
Observed limits

WW      2l
arXiv:1403.5294

arXiv:1908.08215

  via −
1χ
∼ +1χ

∼

WZ       2l, 3l
arXiv:1806.02293

arXiv:1911.12606

ATLAS-CONF-2020-015

, 3lγγWh  lbb, 
arXiv:2004.10894

arxiv:1909.09226

ATLAS-CONF-2020-015

  via0
2χ
∼ ±1χ

∼

All limits at 95% CL PreliminaryATLAS -1=8,13 TeV, 20.3-139 fbs May 2020

 ) ]
2
0χ∼, 

1
±χ∼ ) + m( 

1
0χ∼ [ m( 2

1 ) = ν∼/ Lτ
∼/ Ll

~m( 

 )0
1χ∼

 ) 
= 

m( 

0
2χ∼

m( 

 ) 
+ 

m( Z
 )

0
1χ∼

 ) 
= 

m( 

0
2χ∼

m( 

 ) 
+ 

m( h
 )

0
1χ∼

 ) 
= 

m( 

0
2χ∼

m( 

Wino-production/Bino-LSP model

• Target : EWKinos with Δm > 400GeV 

• Consider wino or higgsino pair-production
　　  and various types of LSP
　　  (bino/wino/higgsino/gravitino/axino)

• Focus on the full hadronic decays of W/Z/h.  

• motivation : Dark matter, Naturalness,
　　　　　　　　Muon g-2

• qqqq final state is explored
　　  for the first time in LHC!

• Advantages :
• Large branching ratio

• Most of the previous searches rely on
　　　　leptonic final states with W→lv or Z→ll.

• Increased BGs can be still handled
　　　　when with large Δm, using tight kinematic cuts
　　　　and "boosted boson tagging”.

• Small model dependency

• As W, Z and h are targeted altogether.



Boson tagging
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• W/Z → qq tagging
• 3 variable cuts with pT-dependent cut values

• Jet mass window selection
• Upper cut on D2 - energy correlation

　　　　: represent 2-prong substructure
• Upper cut on ntrk - track multiplicity
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selection for the W/Z mass peak
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(ATL-PHYS-PUB-2020-017)

• W/Z : color singlet ->
　　       particle multiplicity is
　　　　nearly independent of pT.

• single parton jet : high multiplicity
　　　　　　　　　  (high pT jet)

• ntrk cut is optimized for this analysis.

ntrk

• W/Z → qq tagging
• 3 variable cuts with pT-dependent cut values

• Jet mass window selection
• Upper cut on D2 - energy correlation

　　　　: represent 2-prong substructure
• Upper cut on ntrk - track multiplicity

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2020-017/
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• W → qq tagging
• signal boson efficiency : 45 ~ 50% (= 1.3 × Official WP)
• background rejection ( = 1/background efficiency) :

　　　　　　　　　　　　10 ~ 30 (= 0.5 × Official WP)

• Z → qq tagging : similar with W → qq tagging

※ Jet mass > 40 GeV cut is already applied.

Official 50% WP vs redefined WP for this analysis

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2020-017/


Boson tagging
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• Z/h → bb tagging

• Require 2 small b-tagged sub jets within a large-R jet

• 2b-tagged large-R jet mass window selection
　　  for the Z/h mass peak

• 70 GeV < m(Jbb) < 100 GeV for Z candidates
• 100 GeV < m(Jbb) < 135 GeV for h candidates

• Jet mass corrected for muons
         from semi-leptonic b-hadron decays

• Signal efficiency : ~ 50 %
• background efficiency :

　　　depends on the origin of sub jets,
　　　0.1 ~ 10 %

210×2 210×3 210×4 310
 [GeV]

T
 jet pRLarge-

0.3

0.4

0.5

0.6

0.7

0.8

Ef
fic

ie
nc

y

 bb tagging→h

 bb tagging→Z

 = 13 TeVs Simulation, ATLAS

m > 400 GeVΔ
SUSY signal

210×7

Signal efficiency

※ Jet mass > 40 GeV cut is already applied.



Event selection strategy
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• Preselections for SRs
• n(large-R jets) ≥ 2, Lepton-veto, MET > 200 GeV (trigger)

• 2 categories
• 4Q       : (W/Z)(W/Z) → qqqq
• 2B2Q  : (W/Z)(Z/h) → qqbb

• Split based on the presence/absence of 2b-tagged large-R jet

• Boson tagging requirements on the two large-R jets
• 10 signal region (SRs) bins to target different bosons from the signals
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(a) SR-4Q (b) SR-2B2Q

Figure 5: The SR segmentation illustrated as a function of the masses of the two leading large-' jets. (a) In SR-4Q,
both jets are required to pass the ,@@- or /@@-tagging. (b) In SR-2B2Q, one of the two jets is required to contain
exactly two 1-tagged VR track jets (�11) while the other is with at most one (�@@). The mass of �11 is required to be
consistent with / (70 � 100 GeV) or ⌘ (100 � 135 GeV), while the �@@ is required to pass the ,@@- or /@@-tagging.
Note that the mass window is variable with ?T for the ,@@-//@@-tagging, for which the typical cut values are
indicated. The inclusive SRs, defined by the logical conjunction of a few mutually overlapping SRs, are indicated by
the dashed lines.

emission of collinear radiation (in / + jets and , + jets) or boosted top decays (in CC̄). An angular variable460

min�q(⇢miss
T , 9), the minimum azimuthal angle di�erence between ⇢

miss
T and any signal small-' jets, is461

required to be greater than 1.0 for both SR categories. The use of small-' jets is motivated for e�ectively462

identifying the low-?T jets as well as providing better resolution in terms of the alignment with ⇢
miss
T . In463

2B2Q, the stransverse mass variable <T2 [128, 129] is also used, constructed by assigning each of the464

two leading large-' jets to the visible particle legs. A selection of <T2 > 250 GeV is found to e�ectively465

suppress the SM backgrounds, particularly CC̄ which presents a kinematic cut-o� at <T2 ⇠ 200 GeV, driven466

by the top mass constraint. 9467

The cut values of the kinematic selection are equivalent within the SR-4Q and SR-2B2Q categories.468

The selection criteria that define the SR-4Q, SR-2B2Q-Wh, and SR-2B2Q-Vh regions are driven by469

optimizing the sensitivity to the (e, , e⌫) model with (<(ejheavy),<(ejlight)) ⇡ (900, 100) GeV, while those470

for SR-2B2Q-WZ, SR-2B2Q-ZZ and SR-2B2Q-VZ are determined by optimizing the sensitivity to the471

( e�,
e
⌧) model with < e� of about 800 GeV. The discovery significance is used as the metric of sensitivity.472

The obtained cuts are also confirmed to be nearly optimal for the other signal models.473

9 The hypothetical missing particle mass is set to 100 GeV and this o�set is subtracted from the calculated <T2, although the
dependency on the choice of missing particle mass is very small.
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emission of collinear radiation (in / + jets and , + jets) or boosted top decays (in CC̄). An angular variable460

min�q(⇢miss
T , 9), the minimum azimuthal angle di�erence between ⇢

miss
T and any signal small-' jets, is461

required to be greater than 1.0 for both SR categories. The use of small-' jets is motivated for e�ectively462

identifying the low-?T jets as well as providing better resolution in terms of the alignment with ⇢
miss
T . In463

2B2Q, the stransverse mass variable <T2 [128, 129] is also used, constructed by assigning each of the464

two leading large-' jets to the visible particle legs. A selection of <T2 > 250 GeV is found to e�ectively465

suppress the SM backgrounds, particularly CC̄ which presents a kinematic cut-o� at <T2 ⇠ 200 GeV, driven466

by the top mass constraint. 9467

The cut values of the kinematic selection are equivalent within the SR-4Q and SR-2B2Q categories.468
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9 The hypothetical missing particle mass is set to 100 GeV and this o�set is subtracted from the calculated <T2, although the
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 SR definition 

• Mass cuts of 
W→qq/Z→qq 
are overlapped.



Selections
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• Dominant background : Z(→νν) + ISR jets

• Further BG rejection cuts

• Veto b-jets outside the large-R jets
　　  (nb-jetunmatched = 0)

• minΔφ(j,MET)>1.0
　　  to select spherical event topology

• meff (scalar sum of MET, J1 and J2 pT) :
　　  select events with hard kinematics

• mT2 : stransverse mass with the two large-R jets
　　  assigned to the visible particle legs

ATLAS DRAFT

Table 3: Summary of selections for the SRs, CRs, and VRs. n(Vqq) (n(!Vqq)) represents the number of large-R jets
passing (failing) the Vqq-tagging of the two highest-pT large-R jets. The same selection is applied to the SR (VR)
and CR in the same category except for the Vqq-tagging and some kinematic selections that are explicitly indicated in
parentheses. The trigger selection and event cleaning described in Section 5 are also applied. VRTTX is a validation
region used to validate the tt̄+X modeling as described in Section 7.1. pT(W) is the vector sum of the pT of the
lepton and Emiss

T in the 1L regions. In the 1L (1Y) regions, Emiss
T is replaced by pT(W) (pT(�)) when calculating the

kinematic variables me�, min��(Emiss
T , j) and mT2. Details are given in Section 7.2.

SR(CR0L) VR(CR)1L VR(CR)1Y VRTTX4Q 2B2Q 4Q 2B2Q 4Q 2B2Q

nLarge-R jets � 2 � 2 � 2 = 1
nlepton = 0 = 1 = 0 = 3
pT(`1) [GeV] - > 30 - > 30
nphoton - - = 1 -

n(Vqq) = 2 (= 1) = 1 (= 0) = 2 (= 1) = 1 (= 0) = 2 (= 1) = 1 (= 0) -
n(!Vqq) = 0 (= 1) = 0 (= 1) = 0 (= 1) = 0 (= 1) = 0 (= 1) = 0 (= 1) -

n(Jbb) = 0 = 1 = 0 = 1 = 0 = 1 = 1
m(Jbb) [GeV] - 2 [70, 135 (150)] - 2 [70, 150] - 2 [70, 150] -

nunmatched
b-jet = 0 = 0 = 0 -

nb-jet  1 - = 0 -  1 - -

Emiss
T [GeV] > 300 > 200 > 50 < 200 -

pT(W) [GeV] - > 200 - -
pT(�) [GeV] - - > 200 -
me� [GeV] > 1300 > 1000 (> 900) > 1000 > 900 > 1000 > 900 -
min��(Emiss

T , j) > 1.0 > 1.0 > 1.0 -
mT2 [GeV] - > 250 - > 250 - > 250 -

across the analysis regions but not across physics processes, unless explicitly stated otherwise. A summary599

of the background prediction uncertainties is shown in Figure 9. The post-fit values are quoted after a600

background-only fit described in Section 9. The MC statistical uncertainties give the largest contribution to601

the systematic uncertainty, mainly from the limited size of the Z(! ⌫⌫)+ jets background sample used602

for the extrapolation. However, this is not a limiting factor for the analysis sensitivity since the total603

uncertainty in the SRs is dominated by the statistical uncertainty due to the low number of data events in604

the SRs. Details of the experimental and theoretical systematic uncertainties are described in the following605

subsections.606

8.1 Experimental uncertainties607

The first class of experimental uncertainties is related to the reconstruction and identification e�ciencies608

for large-R jets, small-R jets, leptons and photons considered in the analysis. These are assigned as609

uncertainties in the e�ciency correction factors applied to the MC samples, which correct for discrepancies610

between the e�ciency predicted by MC simulation and the e�ciency in data, as measured using dedicated611

control samples.612

The uncertainty in Wqq(Zqq)-tagging contributes the most to this class of e�ciency uncertainties. It613

originates from the MC modeling uncertainty in the jet substructure variable distributions (mJ , D2 and614

August 2, 2021 – 16:56 21



• Estimation strategy
• Using semi-data driven method

• Using MC extrapolation
• MC is normalized by data

　　　　 in Control Region (CR)
• CR defined by inverting

　　　　 the W/Z-tagging of SR.

Background estimation

2B2Q regions
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・V needs to decay leptonically (W→lν,Z→νν) to create large enough MET

　・V+jets (50-75%) :
　・VV, ttbar, single-top (~20%) :

　・tt+X, VVV (~10%) :

　・“Fake boson” originating from ISR jets.

　2 ISR jets & 0 real boson jet
　1 ISR jet   & 1 real boson jet

　0 ISR jet   & 2 real boson jets

“Reducible BG” (>90%)
→ Semi data-driven method

“Irreducible BG” (<10%)
→ Direct from MC

4Q regions



• CR→SR extrapolation relies on MC modeling.
　　  → need to validate using data

• Validation for reducible background estimation

• W(→lν)+jets / γ+jets  (Similar diagram with dominant BG in SR : Z(→νν)+jets)

• Define control/validation regions with 1 lepton / 1photon.
• CR : similar with 0-lepton CR (inverting the W/Z-tagging)
• VR : similar with 0-lepton SR

• Good agreement is found. 

Background estimation
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Target models
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Δm >
400 GeV

: W : Z or h

• Baseline MSSM scenario

• Wino or Higgsino pair-production

• Consider both the simplified models (100% branching ratio)
　and other interesting MSSM interpretations.

Bino / wino / higgsino LSP models



Exclusion limits : Simplified model
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(W̃ , B̃) simplified model
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Exclusion limits : Bino-LSP model
Bino-LSP model : (W̃ , B̃), (H̃, B̃)
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•    　　　　　is almost free parameter

• Small dependency on the variable
　branching fraction : 

• Up to 1050 (900) GeV
　 for wino (higgsino) production. 
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Bino-dominant dark matter scenario
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• large Δm is favored by DM relic density
　when bino LSP mass ~ m(Z)/2 or m(h)/2
　(“Z/h funnel scenario”)

• Strongest collider constrain obtained by the analysis. 

(H̃, B̃)

red/blue lines from arXiv:1510.05378

https://arxiv.org/abs/1510.05378
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300 400 500 600 700 800 900 1000 1100 1200
) [GeV]

2
±χ∼m(

0

100

200

300

400

500

600

700

800

) [
G

eV
]

10 χ∼
m

(

 = 2βtan
 = 5βtan
 = 10βtan
 = 30βtan

 > 0µ

 < 0µ

)H~, W~(

)W~, H~(

ATLAS

), X=W/Z/h)0
3
χ∼

0
2
χ∼
±

2
χ∼(0

2
χ∼

0
1
χ∼
±

1
χ∼: H~),  0

1
χ∼
±

1
χ∼(0

3
χ∼
±

2
χ∼: W~)+XX, (W~W~(H~H~→)H~H~(W~W~

, 95% CL Observed limit-1 = 13 TeV, 139 fbs

1000− 500− 0 500 1000
 [GeV]µ

0

200

400

600

800

1000

1200

1400

1600

 [G
eV

]
2

M  = 2βtan  = 5βtan

 = 10βtan  = 30βtan

ATLAS

Expected limit

Observed limit

), X=W/Z/h)0
3
χ∼

0
2
χ∼
±

2
χ∼(0

2
χ∼

0
1
χ∼
±

1
χ∼: H~),  0

1
χ∼
±

1
χ∼(0

3
χ∼
±

2
χ∼: W~)+XX, (W~W~(H~H~→)H~H~(W~W~

, All limits at 95% CL-1 = 13 TeV, 139 fbs

 |µ
 > | 

2
M

 |µ
 < | 

2
M

 |µ
 > 

| 
2M  |µ

 < 
| 

2M

!16

• Scanned over the MSSM parameter (M2, µ, tanβ) which dedicates
　 the branching ratios of 

• Small dependency on variable tanβ and the sign of µ.

• Limits are also interpreted in the (mHeavy, mLSP) plane for a given tanβ.

• Up to 1050 (900) GeV for wino (higgsino) production.
• Similar to Bino-LSP model. 

�̃heavy

Exclusion limits :(W̃ , H̃) (W̃ , H̃), (H̃, W̃ )(W̃ , H̃)



Summary
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• A new inclusive EWKino search done using fully-hadronic final states.

• Benefitted by the large branching ratio.

• Excellent BG rejection with the boosted W/Z/h reconstruction
　　  using large-radius jets and the substructure

• New signature in ATLAS/CMS SUSY search

• Confirmed with various branching ratio hypotheses and LSP types.

• No data excess in the SRs

• Most stringent limits set for scenarios with large Δm

• 300-400 GeV improvement in the exclusion on the benchmark simplified
　　  models w.r.t. existing best limits by ATLAS/CMS.

• Up to 1050 (900) GeV is excluded in the wino (higgsino) mass.



Back up



Muon g-2 motivated scenario 
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Figure 2: Summary of our benchmark parameter space, where the red contours show
the SUSY contribution to the muon g � 2 (aSUSY

µ
⇥ 109) and the lightest neutralino

mass is displayed by the black contours (m�̃
0
1
/GeV). See text for details.

Higgs boson mass and �aSUSY
µ

are computed by FeynHiggs 2.18.0 [20–27]. For

the estimation of �aSUSY
µ

, we include tan �-enhanced corrections at the two-loop

level [28]. We also use MicrOMEGAs 5.2.7.a [29, 30] to obtain the relic density of

the LSP, ⌦LSP, and its spin-independent cross section to nucleons, �SI.

The results are summarized in Fig. 2, where �aSUSY
µ

and the LSP mass are

respectively shown by the red and black contours. The upper-right gray-shaded

regions are excluded due to the stau LSP, while the left gray-shaded region is ex-

cluded by the LEP2 experiment [34]. The green-shaded region is excluded by the

XENON1T experiment on DM direct detection. The remaining region is motivated

by the muon g�2 anomaly and we will discuss constraints on this benchmark space

from DM direct detection and from LHC experiments.

Because of M1 � M2 ⇠ µ, the lightest neutralino, being the LSP, is the mixture

of wino and Higgsino and can be a subdominant component of the DM. Its relic

density is shown by the black contours Fig. 3(a) in percentage terms, where the

values are normalized by the total DM abundance, ⌦CDMh2
' 0.12. Although it is

only a few percent of the total DM, their spin-independent cross section to protons

are sizable. As shown in Fig. 3(b), the e↵ective spin-independent cross section of

the DM direct detection, defined by �e↵
SI ⌘ ⌦LSP/⌦CDM⇥�SI, is as large as 10�46 cm2

4

arXiv:2104.03223

excluded by XENON-1T

excluded by stat LSP

excluded by LEP

black contours : LSP massorange contours : ΔaµSUSY

https://arxiv.org/pdf/2104.03223.pdf
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Boson tagging
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• W/Z → qq tagging
• 3 variable cuts with pT-dependent cut values

• Jet mass window selection
• Upper cut on D2 - energy correlation
• Upper cut on ntrk - track multiplicity

(ATL-PHYS-PUB-2020-017)
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W/Z→qq tagging performance
Official 50% WP vs redefined WP for this analysis

• ntrk cut of redefined 
WP is loosened.

• efficiency
• 35 ~ 40 % 

(Official WP)
• 45 ~ 50 % 

(Redefined WP)

• background rejection
• (Official WP) = 

(Redefined WP) 
× 2

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2020-017/
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Systematic uncertainty
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• Dominant systematic uncertainty is MC stats.
• Experimental/Theory uncertainty are used in accordance with the recommendation.
• Uncertainties for reducible backgrounds are evaluated as the extrapolation uncertainty.
• Boson tagging uncertainty is the largest of the experimental uncertainties.

• Still smaller than data stat. uncertainty(70~100%) in SR. 
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CR/VR yields in 1L/1Y regions

ATLAS DRAFT

Table 4: Number of observed data events and the post-fit SM background prediction in the VR1L (1Y) bins and the
corresponding CR1L (1Y) bins. Negligibly small contributions are indicated by “-”. Within each CR the reducible
backgrounds have the same relative uncertainty in their expected yield because a common normalization factor is
assigned to all of them in the fit.

Region CR1L-4Q VR1L-4Q CR1L-2B2Q VR1L-2B2Q
Observed 439 13 96 5

Post-fit 439 ± 21 22.0 ± 3.4 96 ± 10 7.8 ± 1.5

W+jets 325 ± 16 13.4 ± 2.2 48 ± 5 3.4 ± 0.7
Z+jets 4.45 ± 0.21 0.198 ± 0.035 0.58 ± 0.06 0.044 ± 0.012
�+jets < 1 - 0.57 ± 0.06 0.22 ± 0.10
VV 65.4 ± 3.1 4.1 ± 0.8 6.9 ± 0.7 0.55 ± 0.15
V� < 1 - < 0.1 -
VVV 1.3 ± 0.6 0.52 ± 0.28 0.14 ± 0.08 0.09 ± 0.05
tt̄ 30.4 ± 1.5 2.7 ± 0.4 24.0 ± 2.5 1.8 ± 0.4
t+X 11.0 ± 0.5 0.91 ± 0.21 13.2 ± 1.4 1.27 ± 0.34
tt̄+X 1.5 ± 1.2 0.16 ± 0.12 1.5 ± 1.1 0.4 ± 0.4
V h < 0.1 < 0.001 0.69 ± 0.07 0.046 ± 0.009

Region CR1Y-4Q VR1Y-4Q CR1Y-2B2Q VR1Y-2B2Q
Observed 1001 38 127 14

Post-fit 1001 ± 32 43 ± 8 127 ± 11 8.6 ± 2.0

W+jets 2.59 ± 0.08 < 0.1 < 0.1 -
Z+jets < 1 - < 0.01 -
�+jets 856 ± 28 37 ± 7 107 ± 11 6.4 ± 1.6
VV < 1 - - -
V� 131 ± 4 5.0 ± 0.9 12.6 ± 1.3 1.13 ± 0.27
VVV < 0.1 < 0.01 - -
tt̄ 1.28 ± 0.04 - 0.57 ± 0.06 0.28 ± 0.18
t+X < 1 - < 0.1 -
tt̄+X 9 ± 6 0.6 ± 0.5 7 ± 5 0.8 ± 0.6
V h < 0.001 - < 0.01 -

the Emiss
T calculation, with additional uncertainties accounting for the scale and resolution of the soft637

term [137].638

Additionally, an uncertainty in the integrated luminosity used to normalize the MC samples is considered. A639

1.7% uncertainty is quoted for the combined 2015–2018 integrated luminosity obtained primarily using the640

LUCID-2 detector [150]. Finally, a pileup modeling uncertainty is assigned to account for the discrepancy641

between the predicted and measured inelastic cross-sections [151].642

8.2 Theoretical uncertainties643

Theoretical uncertainties in the main reducible backgrounds (W/Z+jets, �+jets and VV production) are644

estimated with varied generator parameters. Uncertainties due to the choice of QCD renormalization and645

factorization scales are evaluated by varying them up and down by a factor of two relative to their nominal646

values [152]. For W/Z+jets, the uncertainties related to the choice of CKKW merging scale are also647

August 2, 2021 – 16:56 23
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• 6 independent fits done in 0L4Q, 1L4Q, 1Y4Q, 0L2B2Q, 1L2B2Q, 1Y2B2Q category separately.
• A common NF assigned on the sum of reducible BGs in each fit.
• Uncertainty assigned per BG separately. 
• Good agreement is found. Max deviation: 1.8σ deficit in VR1L-4Q,

　　　 most likely due to the fluctuation.

CR/VR yields in 1L/1Y regions



Kinematic distributions in VRs
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Kinematic distributions in SRs
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ATLAS DRAFT

Table 5: Number of observed data events and the SM backgrounds in the SRs and the CR0L bins. The SM backgrounds
are predicted by the background-only fits. Negligible contributions are indicated by “-”. Within each CR the reducible
backgrounds have the same relative uncertainty in their expected yield because a common normalization factor is
assigned to all of them in the fit.

Region CR0L-4Q CR0L-2B2Q SR-4Q-WW SR-4Q-WZ SR-4Q-ZZ SR-4Q-VV
Observed 129 83 2 3 1 3

Post-fit 129 ± 11 83 ± 9 1.9 ± 0.4 3.4 ± 0.7 1.9 ± 0.5 3.9 ± 0.8

W+jets 24.2 ± 2.2 16.6 ± 2.0 0.37 ± 0.08 0.60 ± 0.13 0.26 ± 0.07 0.69 ± 0.15
Z+jets 78 ± 7 44 ± 5 1.0 ± 0.21 1.8 ± 0.4 1.26 ± 0.32 2.1 ± 0.4
VV 21.5 ± 1.9 7.1 ± 0.9 0.35 ± 0.11 0.73 ± 0.24 0.26 ± 0.09 0.79 ± 0.25
VVV 0.9 ± 0.4 0.10 ± 0.05 0.17 ± 0.09 0.19 ± 0.10 0.11 ± 0.07 0.23 ± 0.12
tt̄ 1.38 ± 0.12 7.8 ± 0.9 0.039 ± 0.009 0.060 ± 0.018 0.025 ± 0.010 0.063 ± 0.018
t+X 1.32 ± 0.12 2.87 ± 0.34 0.015 ± 0.006 0.039 ± 0.016 0.012 ± 0.005 0.039 ± 0.016
tt̄+X 1.3 ± 0.9 3.7 ± 2.6 - - - -
Other < 0.1 0.95 ± 0.11 < 0.001 < 0.001 < 0.001 < 0.001

Region SR-2B2Q-WZ SR-2B2Q-Wh SR-2B2Q-ZZ SR-2B2Q-Zh SR-2B2Q-VZ SR-2B2Q-Vh
Observed 2 0 2 1 2 1

Post-fit 1.6 ± 0.4 1.9 ± 0.7 1.7 ± 0.5 1.6 ± 0.5 2.2 ± 0.6 2.5 ± 0.8

W+jets 0.11 ± 0.06 0.24 ± 0.09 0.23 ± 0.08 0.26 ± 0.10 0.26 ± 0.09 0.26 ± 0.09
Z+jets 0.84 ± 0.27 1.3 ± 0.5 0.78 ± 0.23 0.66 ± 0.24 1.15 ± 0.33 1.4 ± 0.5
VV 0.33 ± 0.11 0.09 ± 0.03 0.32 ± 0.10 0.085 ± 0.032 0.37 ± 0.11 0.085 ± 0.030
VVV 0.047 ± 0.027 < 0.01 0.051 ± 0.032 0.011 ± 0.007 0.06 ± 0.04 0.011 ± 0.007
tt̄ 0.016 ± 0.006 0.13 ± 0.04 0.064 ± 0.019 0.40 ± 0.16 0.072 ± 0.021 0.46 ± 0.18
t+X 0.11 ± 0.05 0.07 ± 0.04 0.11 ± 0.05 0.041 ± 0.022 0.11 ± 0.05 0.10 ± 0.05
tt̄+X 0.10 ± 0.08 0.07+0.10

�0.07 0.14 ± 0.12 0.08+0.09
�0.08 0.18 ± 0.14 0.10+0.11

�0.10
Other < 0.01 0.03 ± 0.01 < 0.01 0.024 ± 0.008 < 0.01 0.037 ± 0.011

August 2, 2021 – 16:56 27
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Exclusion limits : Simplified model
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(W̃ , B̃) simplified model

300 400 500 600 700 800 900 1000 1100 1200
) [GeV]

2
0χ∼/

1
±χ∼m(

0

100

200

300

400

500

600

700

800

) [
G

eV
]

10 χ∼
m

( )expσ1 ±Expected limit (

)SUSY
theoryσ1 ±Observed limit (

ATLAS

)-1arXiv:1909.09226 (1Lbb, 139fb
Observed 95% CL

1
0
χ∼

1
0
χ∼Wh→

2
0
χ∼

1
±
χ∼)-SIM (C1N2-Wh) B~, W~(

, All limits at 95% CL-1 = 13 TeV, 139 fbs

300 400 500 600 700 800 900 1000 1100 1200
) [GeV]

2
0χ∼/

1
±χ∼m(

0

100

200

300

400

500

600

700

800

) [
G

eV
]

10 χ∼
m

( )expσ1 ±Expected limit (

)SUSY
theoryσ1 ±Observed limit (

ATLAS

)-1arXiv:2106.01676 (3L, 139fb
Observed 95% CL

1
0
χ∼

1
0
χ∼WZ→

2
0
χ∼

1
±
χ∼)-SIM (C1N2-WZ) B~, W~(

, All limits at 95% CL-1 = 13 TeV, 139 fbs

400 500 600 700 800 900 1000 1100 1200
) [GeV]

1
±χ∼m(

0

50

100

150

200

250

300

350

400

450

) [
G

eV
]

10 χ∼
m

( )expσ1 ±Expected limit (

)SUSY
theoryσ1 ±Observed limit (

ATLAS

)-1arXiv:1908.08215 (2L0J, 139fb
Observed 95% CL

1
0
χ∼

1
0
χ∼WW→

1
±
χ∼

1
±
χ∼)-SIM (C1C1-WW) B~, W~(

, All limits at 95% CL-1 = 13 TeV, 139 fbs

• 300-400 GeV improvement 
　　   w.r.t. existing best limits by ATLAS/CMS.
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Results : 

!30200 400 600 800 1000 1200 1400 1600 1800 2000
) [GeV]0

1
χ∼m(

0
10
20
30
40
50
60
70
80
90

100

) [
%

]
G~

 Z
→ 0 1χ∼

B(

)expσ1 ±Expected limit (

)SUSY
theoryσ1 ±Observed limit (

ATLAS

)-1arXiv:2103.11684 (4L, 139fb
Observed 95% CL

)-1arXiv:1806.04030 (multi-b, 36.1fb
Observed 95% CL

)0
2
χ∼

0
1
χ∼
±

1
χ∼: H~ (G~ or hG~Z→

0
1
χ∼, H~H~

All limits at 95% CL
-1 = 13 TeV, 139 fbs

300 400 500 600 700 800 900 1000 1100 1200
) [GeV]0

1
χ∼m(

0

100

200

300

400

500

600

700

800

) [
G

eV
]

a~
m

( ) = 100%a~ Z→ 0
1
χ∼B(

) = 75%a~ Z→ 0
1
χ∼B(

) = 50%a~ Z→ 0
1
χ∼B(

) = 25%a~ Z→ 0
1
χ∼B(

Expected limit

Observed limit

ATLAS

)0
2
χ∼

0
1
χ∼
±

1
χ∼: H~ (a~ or ha~Z→

0
1
χ∼, H~H~

, All limits at 95% CL-1 = 13 TeV, 139 fbs

Exclusion limits : (W̃ , H̃) (H̃, G̃), (H̃, ã)(W̃ , H̃)
Naturalness driven
GGM gravitino-LSP model

Naturalness driven
axino-LSP model
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• Light higgsino motivated by naturalness

• Considering small higgsino-gravitino (axino) coupling
　→           decays into     , then     decays into

• Massless gravitino-LSP or massive axino-LSP

• Branching ratio to Z vs h is a free parameter

�̃0
1�̃±

1 /�̃
0
2 �̃0

1 Z/h+ G̃(ã)
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Table 6: Left to right: 95% CL upper limits on the visible cross section (h✏�i95
exp). S95

obs (S95
exp) shows the 95% CL

upper limit on the number of signal events, given the observed number (expected number and ±1� excursions) of
background events. CLB is the confidence level expected for the background-only hypothesis. The last column
indicates the discovery p-value (p(s = 0)) with the corresponding Gaussian significance (Z), which are truncated to
0.50 and 0 respectively in case of data deficit in the SRs.

Signal region h✏�i95
obs[fb] S95

obs S95
exp CLB p(s = 0) (Z)

SR-4Q-WW 0.032 4.5 4.2+1.8
�1.0 0.55 0.44 (0.15)

SR-4Q-WZ 0.036 5.0 5.1+2.1
�1.3 0.46 0.50 (0.00)

SR-4Q-ZZ 0.025 3.6 4.1+1.8
�1.0 0.30 0.50 (0.00)

SR-4Q-VV 0.034 4.7 5.3+2.3
�1.5 0.38 0.50 (0.00)

SR-2B2Q-WZ 0.033 4.7 4.0+1.7
�0.7 0.66 0.33 (0.44)

SR-2B2Q-Wh 0.022 3.1 3.9+1.3
�0.7 0.28 0.50 (0.00)

SR-2B2Q-ZZ 0.033 4.5 4.1+1.7
�0.9 0.63 0.37 (0.32)

SR-2B2Q-Zh 0.026 3.6 3.9+1.4
�0.7 0.38 0.50 (0.00)

SR-2B2Q-VZ 0.032 4.4 4.4+1.8
�1.0 0.50 0.50 (0.00)

SR-2B2Q-Vh 0.026 3.6 4.4+1.7
�1.0 0.24 0.50 (0.00)

Disc-SR-2B2Q 0.034 4.8 5.6+2.4
�1.6 0.30 0.50 (0.00)

Disc-SR-Incl 0.042 5.9 7.2+2.2
�2.0 0.27 0.50 (0.00)

9.3 Model-independent upper limits674

The model-independent fit is performed for each SR to derive the expected and observed 95% CL upper675

limits on the number of BSM signal events (S95
exp and S95

obs) as well as the one-sided p-value (p0) of the676

background-only hypothesis. S95
obs is also converted to the upper limit on the cross-section, h✏�i95

obs where677

✏ represents the e�ciency times acceptance of the SR to the given signal, by dividing by the integrated678

luminosity. The upper limits and the p0 value associated with each SR are summarized in Table. 6. Two679

additional SR regions are defined to set the upper limits in the inclusive phase space; Disc-SR-2B2Q is680

defined as the disjunction of SR-2B2Q-VZ and SR-2B2Q-Vh; and Disc-SR-Incl is defined as the disjunction681

of SR-4Q-VV and Disc-SR-2B2Q. Both CR0L-4Q and CR0L-2B2Q join the simultaneous fit with two682

independent normalization factors assigned for the reducible backgrounds when evaluating Disc-SR-Incl.683
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Disc-SR-2B2Q : the logical union of SR-2B2Q-VZ and  SR-2B2Q-Vh
Disc-SR-Incl     : the logical union of SR-4Q-VV and  Disc-SR-2B2Q


