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Open Science Data Federation

● The Open Science Data Federation (OSDF) is an OSG service designed to support the sharing of files 
staged in autonomous “origins”, for efficient access to those files from anywhere in the world via a global 
namespace and network of caches. 

● The OSDF may be used either from within OSG or independent of OSG

Example OSDF Use Cases

• A researcher wants to share a dataset with their community such that others may process it.

• A researcher produces data on the OSG  that they need to store for future processing or sharing with 
the community.

• A researcher has a GB to TB-scale dataset that they want to analyze. Their workflow processes the 
same data many times, thus benefiting greatly from the caching within OSDF.



Open Science Data Federation
• Origin: Storage of the data from multiple Virtual Organizations (VO);

• Redirector: Process the data request to direct the request to the 
appropriate origin;

• Cache: Storage to provide data geographically close to the execution 
points and access points;

• Data access: It is possible to use different tools. Using OSDF 
commands is possible to fetch the files from the closest cache 
(GeoIP);

Cache, origins, and redirector based on the XRootD technology: 
https://xrootd.slac.stanford.edu 

https://xrootd.slac.stanford.edu


Open Science Data Federation
• 1 Cache (50TB for cache) and one origin (1.6PB for origin storage): San Diego Super Computer Center - 

San Diego - California.

• 1 Cache (42TB for cache) and one origin (1.2 PB for origin storage):  University of Nebraska-Lincoln - 

Lincoln - Nebraska.

• 1 Cache (29TB for cache) and one origin (1.2PB for origin storage): Massachusetts Green 

High-Performance Computing Center - Holyoke  - Massachusetts.

• 1 Cache: Internet2 - Boise - Idaho (42TB for cache).

• 1 Cache: Internet2 - Houston - Texas (in installation).

• 1 Cache: Internet2 - Jacksonville - Florida (42TB for cache). 

• 1 Cache: Internet2 - Denver  - Colorado (42TB for cache).

• 1 Cache: Northeastern University - Boston  - Massachusetts (in installation).



System architecture

• A distributed system spanning multiple locations

• Three semi-independent components:

• FP32-optimized GPU-based HTC

• GPU and FPGA-based HPC

• Storage

• All managed though

a unified Kubernetes

setup



https://osdf.osg-htc.org



https://osdf.osg-htc.org/client



https://nrp-website.vercel.app



https://opensciencegrid.org/about/osdf/



https://opensciencegrid.org/about/osdf/
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OSDF - Monitoring



OSDF - Monitoring
Hit ratio on the caches

UCSD cache
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Institutional Firewall

Your filesystem 
behind your 

institutional firewall

Dual homed K8S server

Institutional
Science DMZ

MountAccess Data on OSG
Compute Federation OSG Data 

Federation

The devOps model and the actual containers used to make NSF 22-582 
data origins possible were developed by IRIS-HEP for use by the LHC.

Data Origin

Campus Cyberinfrastructure (CC*) 



Campus Cyberinfrastructure (CC*) 

CC* awards made via this solicitation will be supported in two program areas:

Data Storage awards will be supported at up to $500,000 total for up to 2 years

We created Storage Architecture suggestion to help the researcher to reach this 

award.

Storage Architecture suggestion



Open Science Data Federation - OSDF
Kubernetes - docker - containers

Fabio Andrijauskas

UCSD
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K8S
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K8S
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K8S - OSDF
    - env:
        - name: XC_SHOVELER
          value: dtn-pas.jack.nrp.internet2.edu:9993
        - name: XRDHOST
          value: dtn-pas.jack.nrp.internet2.edu
        - name: XC_ROOTDIR
          value: /xcache
        - name: SITENAME
          value: JACKSONVILLE_INTERNET2_OSDF_CACHE
        - name: XC_RESOURCENAME
          value: JACKSONVILLE_INTERNET2_OSDF_CACHE
        - name: CACHE_FQDN
          value: dtn-pas.jack.nrp.internet2.edu
        - name: XC_RAMSIZE
          value: 10g
        - name: OSG_RESOURCE_NAME
          value: SDSC_NRP_OSDF_CACHE
        image: opensciencegrid/stash-cache:3.6-release
        imagePullPolicy: Always
        name: cache
        ports:
        - containerPort: 1094
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K8S

OSDF - cache or origin

Cache/Origin Shoveler
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K8S - OSDF
Good things:

● Easy way to change versions;

● Standard machine monitoring;

● Template to create new hosts;

● Easy form to rebuild the system;

● “Only” 2% overhead



35

K8S - OSDF
“Bad” things:

● Hostname and certificates (quick pool: who hates certs??)

● “Need” to use HostNetwork

● Log persistence 
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