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Rucio setup
• Rucio could be configured to

manage several Storage
Elements

• DIRAC Sites

• Data Archive

• External User Site

• Each site needs to provide an
externally facing transfer 
service.

• GriFTP, WebDav, etc.
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Types of data

• The rule based approach to data management allows for 
easy management of different types of data.

• E.g. For Level-4, two copies of the data, one of which
must be on tape.
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File Size
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File size (2)
• DIRAC has a lot of small files.

• At 100PB level I would estimate ~10 Billion files.

• The Rucio database would need to have 10 Billion
entries, which is possible but requires significant
optimization.

• Storage endpoints and data transfer services will struggle 
to efficiently cope with that many files.

• Rucio is not designed as either a backup service or 
software management system.
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Managing small files
• Containers and tarfiles which can be managed by Rucio

are ways of packaging up small files.

• At RAL DLS use a service called iCAT, which tars up 
their small files before writing them to tape.

• Services like CVMFS can manage and distribute software
which has vast numbers of small files that are similar.

• There are many backup tools, that will create a few large 
files that could then be managed by Rucio.

• Really small files could be stored as meta data in a
database?
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Software and Metadata

• Rucio automatically stores metadata about the date the data 
was produced and its location.

• Rucio can store arbitrary metadata about the datasets.

• Rucio can group data.

• E.g. This data goes with these log files.
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Metadata

• These are outside the scope of “Core” Rucio.

• ATLAS offer similar services to those requested. 

• They pull data from Rucio but are standalone. 
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Software and APIs

• Rucio can use industry standard relational databases.

• RAL uses PostgreSQL.

• Rucio provides a CLI, API and Restful interfaces.

• All data necessary to restore the service is held in the 
database.

• This is backed up at RAL (see backup).
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Summary of Requirements

• For ATLAS:

• Rucio is currently managing over 200PB of data on
Disk and 400PB on Tape.

• Annual growth rate of 46PB.

• There are no restriction on the kind of data formats 
Rucio can manage.
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Summary of Requirements 

• Rucio (e.g. Robot x.509 certificates) will need to have 
read/write access to the relevant DiRAC storage endpoints.

• Rucio can set ACL to restrict access where necessary.

• Users could:

• Download files to their laptop using rucio-get.

• Request a bulk transfer.

• Rucio wouldn’t be used by the general public to access data.

• Rucio would manage the data into a space that was
accessible to the general public.
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Summary of Requirements 

• Users would be strongly encouraged to use the Rucio CLI 
such as rucio-get, rucio-upload.

• Users are not prevented from using other commands to
access data.

• A web interface for browsing and downloading data could 
easily be made.

• I am not sure what the requirements “database access” and 
“Globus Online” mean.

• Rucio manages vast numbers of transfers between sites, and 
automatically handles common failure modes.
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Data Preservation

• ATLAS will need data management for the lifetime of the 
LHC.

• This is currently planned out until at least 2036.

• Rucio already manages over half an Exabyte of data.  

• Any change in APIs etc. will not be made lightly!
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FAIR

• Rucio can facilitate adherence to FAIR data principles.

• It can manage data that is either publicly accessible or 
accessible to external researchers.

• You will still need a system to process these requests 
and decide what data to be made available.
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Data Sharing

• If all projects are using Rucio, it is easy to allow them to 
access (some of) each others data.

• Rucio also provides data dumps:
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Key features

• Yes.

• Metadata search doesn’t scale indefinitely.
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RDI Requirements
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Security
• Rucio uses X.509 security to authenticate and authorize.

• Rucio is adding IAM support.

• It does not:

• Secure the facilities.

• Encrypt the data.

• Secure the transfers.
Rucio A genuinely secure system
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CLI / Scripted Upload
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CLI / Scripted Upload
• Create the dataset and define where the data will be 

stored.

• Upload data, metadata and attach to dataset

• Query status of transfer

$ rucio add-dataset user.dewhurst:myPhDAnalysis
$ rucio add-rule user.dewhurst:myPhDAnalysis copies RSE_expression

For File in Files # some kind of loop over the files
$ rucio upload --rse Site File
$ rucio add-did-meta --did File --key KEY --value VALUE
$ rucio attach user.dewhurst:myPhDAnalysis File

$ rucio rule-info [--examine] [--estimate-ttc] rule_id
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Metadata search and Bulk 
Download 
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User Requests (1)
ATLAS User can submit bulk transfer requests via a CLI or via a Web UI

Note: This Web UI does not come out the box with Rucio.  
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User Requests (2)
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User Requests (3)
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Metadata
• The database behind Rucio is an industry standard 

relational database:

• Oracle at CERN.

• PostgreSQL at RAL.

• Adding O(101) well defined (so they can be indexed) 
pieces of metadata to each dataset O(106) should not 
cause a problem.

• Optimizations may been needed at DB level. 

• Adding arbitrary metadata O(103) to each file O(109) 
will not work in practice.

• You would need a separate service.
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AMI
• The ATLAS Metadata Interface[1] (AMI) is a separate 

service to Rucio.

• AMI talks to Ruico using the API.

• It provides a generic metadata service.

• Also used by nEDM and SuperNemo.

[1] https://iopscience.iop.org/article/10.1088/1742-6596/898/6/062001/pdf

ATLAS has an awful lot of 
metadata and users who are 
constantly adding more…
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Transfers between DiRAC
services
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Data Transfers

• Rucio submits transfer requests to the FTS service.

• FTS (File Transfer Service) manages (and optimizes) the 
many transfers between sites.

• You could write a bespoke transfer plugin that optimized 
how the data was written to a specific site.

• This doesn’t scale with the number of sites.

• Probably better if the site handles optimization of its
underlying storage.



Alastair Dewhurst, 12th February 2020

Summary

• I have some concerns over the number of small files and
the amount of metadata required.

• Otherwise Rucio looks like it fits your use case well.

• You want a lot of features which ATLAS use in 
production but aren’t the standard setup.

• Work would be required, but it should be straight 
forward when requirements are finalized.



Backup
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Identity and Access 
Management

https://indico.cern.ch/event/651348/sessions/286989/attachments/1758213/2873793/IAM-PreGDB-11-12-2018.pdf
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Database Architechure

Complex queries can be run against the standby 
database (or even offline copies)
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Rucio@RAL

rucio-ui rucio-auth rucio-
server

Database

HA Proxy

FTS Service

Elastic 
Search

rucio-
daemons

ActiveMQ

📜📜📜


