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ESCAPE The ESCAPE Project Work Packages

Management, Innovation, Networking and Dissemination (MIND): coordination and
management.

Data Infrastructure for Open Science (DIOS): a scalable federated data infrastructure
(DatalLake) as the basis of an open science for the ESFRI projects within ESCAPE.

Open-source scientific Software and Service Repository (OSSR): the repository of scientific
software services of the research infrastructures concerned by the ESCAPE project.

Virtual Observatory - connecting ESFRI projects to EOSC through VO framework (VO):
astronomical high-level products archive and related services. @rucio @swan

..................................................................................................................................................................

ESFRI Science Analysis Platform (ESAP): a flexible science platform for the l@ E

. analysis of open access data.

Citizen Science - engagement and communication (CS): an open gateway dedicated to the
public through Citizen Science and communication actions.
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escare  ESCAPE DIOS g B

Deliver a Data Infrastructure for Open Science, a non HEP specific implementation of the
Datalake concept (HSF Community White Paper + WLCG Strategy Document for HL-LHC).

ESCAPE sciences at different phases of evolution, all with special interest on data storage,
organisation, management and access (DOMA).

Backbone consists of services operated by the partner institutes and connected through
reliable networks, leveraging the existing expertise in WLCG.

e.g. RUCIO, FTS, XRootD-XCache, CRIC, AAI X.509 and Tokens (Indigo IAM),
WLCG storage technologies.

Development, QoS integration, access-tokens, stress-testing, multi-VO.

Supporting various access protocols (HTTP, XRootD and GridFTP) to serve the data to
heterogeneous facilities, from conventional Grid sites to HPC centres and Cloud
providers.
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Hiding complexity and providing
transparent access to data.

Heterogeneous federated storage and
operations model.

Further info: https://wiki.escape2020.de/index.php/WP2 - DIOS#Datalake Status
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Some centers joining even if not funded
by ESCAPE.
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ESCAPE DatalLake

Total Quota:

891TB

Watermark:

113.44TB

10+ RSEs

9 sciences

RSE Quota WM
ALPAMED-DPM 100 TB 10 TB
CNAF-STORM 10TB 178
DESY-DCACHE 40TB 4TB
EULAKE-1 300 TB 30TB
GSI-ROOT 178 10 GB
IN2P3-CC-DCACHE 60 TB 1TB
INFN-NA-DPM 68 TB 5TB
INFN-NA-DPM-FED | 46 TB 5TB
INFN-ROMA1 2TB 200 GB
LAPP-DCACHE 10 TB 1TB
LAPP-WEBDAV 100 GB 90 GB
PIC-DCACHE 28 TB 27.99TB
PIC-INJECT 28TB 27.99TB
SARA-DCACHE 98 TB 140 GB

50+ accounts

Riccardo.Di.Maria@cern.ch
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ESCAPE Datalake 24-hour Full Dress Rehearsal Preparation

The goal of the FDR exercise is to cover experiment data workflow needs on a single day.
Perspective from scientists and from sites.

Assessment of the ESCAPE Datalake tools and services under pseudo-production
conditions: RUCIOQ, FTS, CRIC, IAM, perfSONAR, monitoring, QoS, clients, etc.

Bi-weekly Data Injector Demonstrators meetings pivotal for FDR exercise.

Pilot infrastructure at the disposal of very different scientific communities in a
cross-collaboration environment.

Upsize tasks aming to have basic data management operations known to everyone.

Tailored realistic workflows and data lifecycles.
Bring (new) sites on board.

Improving and deploying (new) Kubernetes/Rucio features/functionalities.
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https://docs.google.com/document/d/1QzojhTC3VnADPGgIY3IHpyYENEgeE__XUh6278JhsC8/edit?usp=sharing

escaPe  Rucio on Kubernetes Cluster @ CERN
Fruitful extended collaboration with teams and experts of the various components within
and beyond ESCAPE.
e.g. MonlT, CERN Cloud, OracleDB, Kubernetes, as well as Rucio, IAM, FTS, CRIC, etc.

ESCAPE was able to deploy a set of functional services on top of a container orchestrator
(Kubernetes) to be tested at experiments/sciences needs.

Documenting preparation and FDR itself (as deliverables/milestones) is a key objective in
the ESCAPE project.

Beyond ESCAPE term, different sciences will be able to deploy and manage the subset
of services they will want to run and/or customise at their convenience.

Rucio/JupyterLab Integration Project within CERN-HSF Google Summer of Code (M. Aditya
Hilmy) and used by LOFAR during FDR to analyse data.
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https://indico.in2p3.fr/event/22129/contributions/85719/attachments/59615/80633/Rucio-SWAN_Integration_Project_for_ESCAPE.pdf

ESCAPE DL 24-hour Full Dress Rehearsal Takeaway — Workshop

DIDs / Experiment (replica=1) v

DIDs / Experiment (replica=1) 8.0K

~ +0.5M files ATLAS y

400K EXPERIMENT

c cherenkov 6.0K
a telescope
200K array
55K

CTA - Simulate a night-data-captured
from telescope in Canaw Isl'and for ATLAS - Storage QoS functionality tests: e .
6h: 500 datasets of 10 files ingest. ,
upload files from LAPP cluster to LOFAR - Astronomical radio source 3C196 image
DIDs / Experiment (replica=1) - ALPAMED-DPM (FR) and INFN-NA-DPM (IT). using LOFAR data. The raw visibility data were
downloaded via rucio from the EULAKE-1 and
[S35T Request transfer to 1 RSE QoS=SAFE and 2 | | processed on OpenNebula at SURFsara using the
RSEs QoS=CHEAP-ANALYSIS. container based LOFAR software.

LSST - Simulate production conditions: ingest the HSC RC2 dataset from

CC-IN2P3 local storage to the DataLake, at a realistic LSST data rate

(20TB/24h); confirm integrity and accessibility of the data via a

w0 Notebook.

w0 Theimage is a reconstruction drawn within a Jupyter Notebook accessing
the data used in the Full Dress Rehearsal.

50000

+150k files

250K

@b.gounon

40000

30000
200K

150K

04:00 08:00 12:00 16:00 20:00 00:00
o 500 1000 1500 2000
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https://indico.in2p3.fr/event/22693/

ESCAPE DL 24-hour Full Dress Rehearsal Takeaway — Workshop

.....
uuuuuuuuuuuuuuu (replica=1)
Major Atmospheric 16K
Gamma Imaging J 2020-11-17 15:15:00
f 14K VIRGO:  15.54K
Cerenkov Telescopes
12

““““ ‘ - ] @a.bruzzese

MAGIC - Mimics a real MAGIC observation use case. Remote storage

(DataLake aware) next Lo phe Lelescope acls s a buffer for subseduent || EGOIVIRGO - Upload 4h of VIRGO public data sampled at 4 kHz from an
ata Injection 1o the atalake (and local deletion after success). || £ server to the DataLake. Download data to CNAF-STORM. Data are

split into 1s samples. Making available the real-time strain data to pipelines

FAIR - Upload 1 file (1 GB) every 10 minutes for the whole and tools assessing the data quality.

duration of the rehearsal. Request 2 replicas in
QOS=SAFE and 1 replicain QOS=CHEAP-ANALYSIS.
File size and QoS
tagging approximate

data ingestion from

CBM (i.e. the FAIR

b \ :’\‘A‘ L
MMMMMMMMWM

ki l}\
i " i

experiment expected to . SKA - Pulsar Observations injection test. For 4 hours at any point during
produce the largest " the 24h, injecting new group of files in a dataset every 10 minutes. Files fall
volume of raw data). , into two containers, representing different SKA Projects.

24h test moving data on basis of QoS class.
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Rucio Events & Stats

Used Storage per Experiment (replica=1)

ATLAS 2020-11-17T23:57:45.000Z

~ Stats

monit-grafana/rucio-stats

472497

submissions

monit-grafana/rucio-events

450766

completed transfers

@rizart
@alba

totalling

7.979TB

of data

18403

failed transfers

1.63718

CMS 2020-11-17T23:57:45.000Z
408.33¢8
CTA 2020-11-17T23:57:45.000Z
(T 5.2210
FAIR 2020-11-17T23:57:45.000Z
i 198.92¢8
LOFAR 2020-11-17T723:57:45.000Z
NN 42067
LSST 3:57:45.000Z
[]]]] 6.4518
MAGIC 2020-11-17T23:57:45.000Z
472.46 68

SKA 2020-11-17T23:57:45.000Z

8.8118
VIRGO 2020-11-17T23:57:45.000Z

1.34c8
~ Transfer Matrix: transfer-done/transfer-submitted

b dst DESY saRA- PIC EULAKE  LAPP. INPICC CNAF- S GSIROOT  INFNNA res
sre DCACHE DCACHE DCACHE DCACHE DCACHE STORM oom oPM WEBDAY
s I O N N
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NODATA

NODATA

NO DATA

Experiment

Number of DIDs

Number of files

DIDs per Experiment (replica=1)

Number of datasets

LOFAR 253K 25.2K 5
FAIR 194 192 2
CMs 401 398 3

MAGIC 13.5K 824 126K

ATLAS 7.604K 6.952K 652
LSsT 350K 350K 13
CTA 564 K 563K 1.458 K
SKA 2.736 Mil 2.703 Mil 33.0K

VIRGO 15.6K 15.6K 10

INFN-NA INFN-
DPM-FED ROMAT

400K

NODATA Sk
NoDATA
NO DATA: 200K
NoDATA
250K
NoDATA

200K
150K

100K

NODATA
NODATA s0K [\

NODATA
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NODATA- 04:00

08:00

Events by type over time (only scope filtered)

12:00 16:00 20:00 00:00
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Number of containers

0 1.666 GB
0 1.036 GB
0 1.026 GB
18 573 MB
0 235MB
0 18.5MB
0 9.273MB
25 3.259 MB
0 86.4kB
transfer-queued

transfer-submitted

transfer-done

deletion-done
— transfer-failed
— create_dts
— detach

— register_cnt
— erase

transfer-submission_failed

create_cnt

Average Filesize ¥



https://monit-grafana.cern.ch/d/DZsMzeFMk/rucio-events?from=1605571200000&orgId=51&to=1605657599000
https://monit-grafana.cern.ch/d/74yXDN2Gk/rucio-stats?orgId=51&from=1605571200000&to=1605657599000

ESCAPE Full Dress Rehearsal Takeaway (1/2)

Infrastructure should be resource-aware for the project sustainability (minimal env.).

Sciences at different scale and trying to address multiple future use case, including
experiments with smaller data management load than ATLAS and CMS.

Full Dress Rehearsal proved:

ESCAPE Rucio needs less than 30 CPUs and 40 GiB for 29 k8s-pods on 6 [8 CPU |16 GiB] OpenStack VMs.
FDR highlighted limits of the current configuration - important lesson for ESCAPE and Rucio:

Synergy with Rucio team allowed to solve the encountered issues and tailor the
infrastructure to cope with the needs — exploring new Rucio phase space.

Main and Auth servers limits: on-the-fly.
Abacus Collection Replica Daemon: post FDR.
Judge (Injector, Evaluator, Repairer) Daemons 1M-file rule: post FDR (new algorithm! — ATLAS).

Funded by the European Union’s - ’/ 5
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ESCAPE Full Dress Rehearsal Takeaway (2/2)

k8s/CERN-GitOps for R&D work and stable production environment:

DB (devdb19u) problematic: post FDR - moved to PROD+DEV.
Sites involved and responsive.

GSI-ROOT RSE on a VM single disk on-the-fly — now better XRootD endpoint.
Sciences and experiments strongly involved and committed.

Contributing with more and more realistic use cases and workflows.

LSST batch issue immediately with a workaround.

LAPP pipe filled due to ATLAS data movement clash (ESCAPE-WLCG overlap)
— workload orchestration to be minded especially for mid-size multi-VO sites.

Injected: 20+ TB / 800+ k files — 25 MB average file size
Transferred: 8+ TB

Funded by the European Union’s - ’/ 5
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ESCAPE Conclusion and Next Steps

14

ESCAPE managed to pilot a Datalake infrastructure that could fulfil the functional data management
needs of flagship ESFRIs from several scientific disciplines.

Sensible technologies choice, conceived in WLCG environment and LHC experiments.

FDR played a pivotal role to test model, concepts, and pilot infrastructure, and more importantly to
enroll Astronomy, High Energy Physics, and Astro-Particle Physics sciences to deploy workflows into
into a common data management infrastructure, identifying and addressing infrastructural and service
bottlenecks.

Chosen technologies offer the right functionality for a broader set of communities.

ESCAPE contributing to broaden the scope of some of those technologies according to partners
needs (in line/collaboration with providers plans).

ESCAPE work is complementary and supports to the WLCG direction of broadening the scope of the
infrastructure to other sciences/experiments, strengthening relationship for future collaboration.

Funded by the European Union’s - ’/ 5
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ESCAPE Conclusion and Next Steps

ESCAPE is mature to move towards a more mature phase (prototype).

e.g. fine-tuned QoS, continuous stress-testing and monitoring, ability to plug heterogeneous clouds
(commercial) and HPC.

Fine-tuning interactions with science analysis methods through content delivery and caching — XCache@CERN.

ESCAPE end in 2022 — necessity to address long term sustainability.
Adopting components from established scientific contexts.
Leveraging services supported by large open source communities.
Documenting know-how on integration and deployment.
Ensuring services become part of EOSC-core.
New FDR exploiting evolved infrastructure will happen in early 2022... STAY TUNED!

e.g. FAIR data management vs. embargoed (Open Data policy), fully multi-VO, implementation of token-based
AAl — complementing existing efforts in WLCG, ESCAPE is perfect environment to test disruptive changes

willing to be prototyped in WLCG within HL-LHC scope. ~
’ sy v veonen e [



escare Backu o

ESCAPE presentation at GDB from Xavier Espinal on May 6th, 2020
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https://indico.cern.ch/event/813747/contributions/3841749/attachments/2032716/3403231/ESCAPE_project_WLCG_GDB_06052020-v1.2.pdf

escare  Milestones

Start 02/2019

17

S

Pilot DatalLake design
and implementation plan

v

Pilot DatalLake

performance testing and
analysis - Workshop ‘/

September
2019

November
2020

Initial DataLake

least 3 centers

implementation with at

Expanded Prototype. Verify Rl
data access from compute
platforms (inc. clouds)

January
2021

v

Analysis and assessment
of the pilot DatalLake

January 13th, 2021

Riccardo.Di.M

aria@cern.ch

February
2021

l 2202/80 pu3

Full analysis and
assessment of the full
Datalake prototype

Funded by the European Union’s _ - ] 2
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ESCAPE Next Steps: from Pilot to Prototype

18

AAI: token-based data management deployed on the Datalake.

Storage Orchestration: QoS parameter development and tuning for reliability, performance, and cost;
event-driven data management tested.

Network and Asynchronous Data Transfer: third party transfers enabled; network route optimisation
for intelligent transfers.

Content Delivery and Caching: interactions with science analysis methods within ESCAPE WP5.
Real data distribution and analysis for non-HEP RI (LOFAR, CTA, LSST, MAGIC).

Rucio/JupyterLab Integration Project by Muhammad Aditya Hilmy (GSOC Student) presented at August WP2 Fortnightly Meeting.
Investigate data corruption.

XCache@CERN.

Configuration, Monitoring, and Accounting: instrument workload testing on the Datalake; final
Datalake dashboard.

Ability to plug heterogeneous clouds (commercial) and HPC.
HammerCloud to run realistic research infrastructure workloads.
Enable or develop more features, e.g. Rucio multi-VO, tokens, etc..

) ) _ Funded by the European Union’s ’/ 5
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https://indico.in2p3.fr/event/22129/contributions/85719/attachments/59615/80633/Rucio-SWAN_Integration_Project_for_ESCAPE.pdf
https://indico.in2p3.fr/event/22129/

ESCAPE Auth - before setting resources requests/limits

Service Resources Requests | Resources Limits | FDR Usage of Resources Restarts/Comments
[CPU | Memory] [CPU | Memory] [CPU (peak) | Memory (peak)]
server-auth - - 0.02 (0.12) | 550 MiB (1.25 GiB) Errors and restart due to
no limits set.

CPU Usage Memory Usage

) ) ) Funded by the European Union’s
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ESCAPE Auth - after setting resources requests/limits

Service Resources Requests | Resources Limits | FDR Usage of Resources Restarts/Comments
[CPU | Memory] [CPU | Memory] [CPU (peak) | Memory (peak)]

server-auth 4| 2500 MiB 412500 MiB 0.02 | 500 MiB OK

CPU Usage Memory Usage

0 0B
11/17 00:00 11/17 04:00 11/17 08:00 11/17 12:00 11/17 16:00 11/17 20:00 11/18 00:00 11/18 04:00 11/18 08:00 11/17 00:00 11/17 04:00 11/17 08:00 1117 0

== httpd-error-log == rucio-server-auth == httpd-error-log (RSS) == rucio-server-auth (RSS) == httpd-erro (Cache)

) ) ) Funded by the European Union’s
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ESCAPE Kubernetes Cluster @ CERN

OpenStack VMs:
1 master: 4 CPU, 8 GB RAM
10 nodes: 8 CPU, 16 GB RAM
K8s cluster:

filebeat (per node) and logstash for
cluster monitoring

rucio-client with root account and
admin privileges for DatalLake
managing

escape-crons pod

21

OracleDB (devdb19u):
quota raised from 15 GB to 50 GB

IAM-Rucio sync
IAM-Gridmap (EOS) sync
CRIC-Rucio sync

noise production (100MB file
upload per RSE + add rule per
RSE)

Gfal SAM and FTS tests

Funded by the European Union’s - ’/ 5
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ESCAPE Kubernetes Cluster @ CERN

Rucio (HELM-charts-based):

Ul (escape-rucio.cern.ch)

Auth Server
Main Server (2)

Daemons:
Abacus Account [updating account (counter) usages]
Abacus Collection Replica [updating collection replica]
Abacus RSE [updating RSE (counter) usages]

Conveyor Submitter (3 x 4 threads) [managing non-tape
file transfers - preparing and submitting jobs]

Conveyor Poller (3 x 4 threads) [checking status of
submitted transfers]

22 January 13th, 2021 Riccardo.Di.Maria@cern.ch

Conveyor Finisher (2 threads) [updating Rucio
internal state for finished transfers]

Hermes [delivering messages via STOMP to a
message broker]

Judge Injector (2) [asynchronously injecting
replication rules]

Judge Evaluator (3 x 3 threads) [executing and
reevaluating replication rules]

Judge Repairer (2 x 5 threads) [repairing stuck
replication rules]

Judge Cleaner (2 x 5 threads) [cleaning expired
replication rules]

Reaper2 (2 x 4 threads) [deleting replicas]

Transmogrifier [creating replication rules for DIDs
matching a subscription]

Undertaker [managing (deleting) expired DIDs]

= N

Funded by the European Union’s
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https://escape-rucio.cern.ch/

By Injected: 20+ TB / 800+ k files — 25 MB average file size
escape FDR Ta keaway Transferred: 8+ TB

Rucio — (#replicas) [CPU (*limits)| Memory]: Hermes — (1) [0.1|200 MiB];

Judge Inj — (2) [0.1 (*0.8)| 200 (*400) MiB];
Ul — (1) [0.1]500 (*800) MiB]; udge Injector — (2) [0.1 (*0.8)] 200 (*400) Mi]

Judge Evaluator — (3 x 3 threads) [2|3 GiB];
Auth Server — (2) [0'2 (*1) | 0.5 (*1) GIB]; Judge Repairer — (2 x 5 threads) [1]0.8 (*6) GiB];

Main Server — (2) [2 (*4) | 2 (*4) GiB],’ Judge Cleaner — (2 x 5 threads) [1]|400 MiB];
Daemons: Reaper2 — (2 x 4 threads) [0.4|400 (*800) MiB];

) Transmogrifier — (1) [0.1]200 MiB]J;
Abacus Account — (1) [0.1]|150 MiB];

. . ) Undertaker — (1) [1|400 MiB].
Abacus Collection Replica — (1) [0.4]200 MiB];

Abacus RSE — (1) [0.1|150 MiB];

Conveyor Submitter — (3 x 4 threads) [0.8|400 MiB]; Total — (29) [21-3 | 21.60 GiB]-

* .
Conveyor Poller — (3 x 4 threads) [0.5|250 MiB]; - 28.8 I 38.75GIB

Conveyor Finisher — (1 x 2 threads) [1(*1.5)]| 250 OpenStack VMs — (6 nodes) [8 | 16 GIB]
(*500) MiB];

) ) ) Funded by the European Union’s ’/
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