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Further info: https://wiki.escape2020.de/index.php/WP2_-_DIOS#Datalake_Status

••

https://wiki.escape2020.de/index.php/WP2_-_DIOS#Datalake_Status


RSE Quota WM

ALPAMED-DPM 100 TB 10 TB

CNAF-STORM 10 TB 1 TB

DESY-DCACHE 40 TB 4 TB

EULAKE-1 300 TB 30 TB

GSI-ROOT 1 TB 10 GB

IN2P3-CC-DCACHE 60 TB 1 TB

INFN-NA-DPM 68 TB 5 TB

INFN-NA-DPM-FED 46 TB 5 TB

INFN-ROMA1 2 TB 200 GB

LAPP-DCACHE 10 TB 1 TB

LAPP-WEBDAV 100 GB 90 GB

PIC-DCACHE 28 TB 27.99 TB

PIC-INJECT 28 TB 27.99 TB

SARA-DCACHE 98 TB 140 GB
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https://docs.google.com/document/d/1QzojhTC3VnADPGgIY3IHpyYENEgeE__XUh6278JhsC8/edit?usp=sharing
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https://indico.in2p3.fr/event/22129/contributions/85719/attachments/59615/80633/Rucio-SWAN_Integration_Project_for_ESCAPE.pdf
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CTA - Simulate a night-data-captured 
from telescope in Canary Island for 
6h: 500 datasets of 10 files ingest.

ATLAS - Storage QoS functionality tests: 
upload files from LAPP cluster to 
ALPAMED-DPM (FR) and INFN-NA-DPM (IT).

Request transfer to 1 RSE QoS=SAFE and 2 
RSEs QoS=CHEAP-ANALYSIS.

LOFAR - Astronomical radio source 3C196 image 
using LOFAR data.  The raw visibility data were 
downloaded via rucio from the EULAKE-1 and 
processed on OpenNebula at SURFsara using the 
container based LOFAR software.

LSST - Simulate production conditions: ingest the HSC RC2 dataset from 
CC-IN2P3 local storage to the DataLake, at a realistic LSST data rate 
(20TB/24h); confirm integrity and accessibility of the data via a 
notebook. 
The image is a reconstruction drawn within a Jupyter Notebook accessing 
the data used in the Full Dress Rehearsal. 

https://indico.in2p3.fr/event/22693/


MAGIC - Mimics a real MAGIC observation use case. Remote storage 
(DataLake aware) next to the telescope acts as a buffer for subsequent 
data injection to the ESCAPE DataLake (and local deletion after success). EGO/VIRGO - Upload 4h of VIRGO public data sampled at 4 kHz from an 

EGO server to the DataLake. Download data to CNAF-STORM. Data are 
split into 1s samples. Making available the real-time strain data to pipelines 
and tools assessing the data quality.FAIR - Upload 1 file (1 GB) every 10 minutes for the whole 

duration of the rehearsal. Request 2 replicas in 
QOS=SAFE and 1 replica in QOS=CHEAP-ANALYSIS. 

SKA - Pulsar Observations injection test. For 4 hours at any point during 
the 24h, injecting new group of files in a dataset every 10 minutes. Files fall 
into two containers, representing different SKA Projects.
24h test moving data on basis of QoS class.

File size and QoS 
tagging approximate 
data ingestion from 
CBM (i.e. the FAIR 
experiment expected to 
produce the largest 
volume of raw data).

→

https://indico.in2p3.fr/event/22693/


https://monit-grafana.cern.ch/d/DZsMzeFMk/rucio-events?from=1605571200000&orgId=51&to=1605657599000
https://monit-grafana.cern.ch/d/74yXDN2Gk/rucio-stats?orgId=51&from=1605571200000&to=1605657599000
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Injected: 20+ TB / 800+ k files → 25 MB average file size 
Transferred: 8+ TB
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https://indico.cern.ch/event/813747/contributions/3841749/attachments/2032716/3403231/ESCAPE_project_WLCG_GDB_06052020-v1.2.pdf




●

●

●

●
○
○
○
○

●

○
○
○

https://indico.in2p3.fr/event/22129/contributions/85719/attachments/59615/80633/Rucio-SWAN_Integration_Project_for_ESCAPE.pdf
https://indico.in2p3.fr/event/22129/


Service Resources Requests
[CPU | Memory]

Resources Limits
[CPU | Memory]

FDR Usage of Resources 
[CPU (peak) | Memory (peak)]

Restarts/Comments

server-auth - - 0.02 (0.12) | 550 MiB (1.25 GiB) Errors and restart due to 
no limits set.



Service Resources Requests
[CPU | Memory]

Resources Limits
[CPU | Memory]

FDR Usage of Resources 
[CPU (peak) | Memory (peak)]

Restarts/Comments

server-auth 4 | 2500 MiB 4 | 2500 MiB 0.02 | 500 MiB OK
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https://escape-rucio.cern.ch/
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Injected: 20+ TB / 800+ k files → 25 MB average file size 
Transferred: 8+ TB


