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Outline: presented results

This talk presents an overview of the latest measurements in heavy-flavour physics by CMS 

1. Observation of an excited bsq baryon decaying to Ξb- π+ π-   13 TeV  

2. Study of excited Λb0 states decaying to Λb0 π+ π-   13 TeV  

3. Measurement of Bc(2S)+ and Bc*(2S)+ cross-section ratios   13 TeV  

4. Measurement of 2 ⨉ Υ(1S) production   13 TeV  
+ search for resonances decaying to Υ(1S)μ+μ- 

5. Study of event-activity dependence of Υ(nS) production   7 TeV  

6. Angular analysis of B+ → K*(892)+ μ+ μ-   8 TeV  
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Introduction: why heavy flavours?

We know that the  Standard Model is incomplete:  dark matter, matter-antimatter asymmetry, neutrino masses, ... 
 ↳ hoping to eventually observe new (BSM) particles at increasing energies:  no success so far 

Flavour physics is very precisely described by the CKM-matrix formalism    ▶ 
with its parameters overconstrained by a myriad of experimental measurements 
↳ look for indirect effects of  New Physics  in low-energy processes 
 e.g. slightest discrepancies from SM in c/b-hadron production and decays 

Production of heavy-flavour hadrons at LHC described by factorisation theorem
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Measurement of bottom/charm-hadron production and their properties allows to  
 validate pQCD  predictions and different hadronisation models 
↳ translates into improved modelling of low-energy and exotic processes 
 which are beneficial for describing the flavour content in many other measurements

UTfit, Summer 2018

http://www.utfit.org/UTfit/ResultsSummer2018SM
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CMS experiment: the detector

 CMS detector  is perfectly suited for studying b/c hadrons 
• many decay channels with muons in the final state 

easy to detect and trigger on 
• great muon identification capabilities    ▶ 

|η| ≤ 2.4   pT ≥ 2 GeV 
• plenty of pp collision data collected over the years 

up to 20 fb-1 (Run 1)  +  up to 143 fb-1 (Run 2)

Superconducting 
Solenoid     (3.8T)

Muon system

Hadronic 
Calorimeter

Electromagnetic 
Calorimeter

Silicon  
Tracker

A set of triggers with good coverage of heavy-flavour physics 
• inclusive μμ or μ+track triggers 
• dedicated triggers for specific μμ resonances 
• more generic triggers with tracks

Dimuon invariant mass spectrum

CMS Collaboration Plots with 2018 data - 5
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Excited bsq baryon → Ξb- π+ π-

Observation of a new excited state of a beauty-strange baryon decaying to  Ξb- π+ π-  

using 140 fb-1 at √s = 13 TeV (2016-2018) 

2 decay channels of the ground state considered:     Ξb- → J/ψ Ξ-     +     Ξb- → J/ψ Λ K-  
also including  Ξb- → J/ψ Σ0 K- → J/ψ Λ ɣ K-     undetected  (too soft) 
like in the LHCb measurement 
Phys. Lett. B 772 (2017) 265 

Reconstructing  Λ/Ξ- candidates:  within ±10/9.5 MeV from the PDG value

• J/ψ → μ+μ-      
• Ξ- → Λπ-      
• Λ → pπ-

final states

 M = 6100.3 ± 0.2stat ± 0.1syst ± 0.6Ξb- MeV   with stat. significance:  6.2σ   
 Decay sequence suggests that it is a beauty partner of Ξc-

Phys. Rev. Lett. 126 (2021) 252003

+ π+ π- 

 ΔM = 24.14 ± 0.22stat MeV     
  ↳ insensitive to the lost ɣ

http://Phys.%20Lett.%20B%20772%20b%20(2017)%20265
https://dx.doi.org/10.1103/PhysRevLett.126.252003
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Excited Λb0 → Λb0 π+ π-

Using the same data to search for an excited Λb0 state in the range  5.9 ≤ m ≤ 6.4 GeV  
2 narrow states near the kinematic threshold observed by LHCb in 2012  +  2 higher-mass states in 2019 

2 decay channels of the ground state considered:     Λb0 → J/ψ Λ0     +     Λb0 → ψ(2S) Λ0  

Phys. Lett. B 803 (2020) 135345

• J/ψ → μ+μ-      
• ψ(2S) → μ+μ- 
• ψ(2S) → μ+μ-π+π- 

• Λ0 → pπ-

+ 2 opposite sign π± 
   pT > 0.35 GeV

final states

Masses of the observed resonances consistent with the results from LHCb
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Breit–Wigner distributions convolved with the experimental resolution. The detector
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▶

+ new broad resonance at 6073 ± 5stat MeV  later confirmed by LHCb

http://dx.doi.org/10.1103/PhysRevLett.109.172003
http://dx.doi.org/10.1103/PhysRevLett.123.152001
http://dx.doi.org/10.1016/j.physletb.2020.135345
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Measuring cross-section ratios of Bc(2S)+/Bc+    +    Bc*(2S)+/Bc+     with the same dataset   (143 fb-1 at √s = 13 TeV) 

The two bc ̅excited states observed earlier by CMS  ▶  
decaying through cascades of ɣ and π+π-:  𝚪 ~ 𝑶(100 KeV) 

Bc+ phase space:  pT > 15 GeV   |y| < 2.4

PRL 122 (2019) 132001

ɣ  - undetected

7

Bc(2S)+  +  Bc*(2S)+ cross-section ratios

• Bc(2S)+ →  Bc+ π+π- 
• Bc*(2S)+ →  Bc*+ π+π- 
• Bc+ → J/ψ π+ 

• J/ψ → μ+μ-

Phys. Rev. D 102 (2020) 092007

final states

2

aligned with the dimuon transverse decay displacement vector ~Lxy by requiring cos q > 0.9,
where cos q = ~Lxy · ~pT/(Lxy pT). The trigger also requires a third track in the event, compatible
with being produced at the dimuon vertex (normalized c2 < 10), and having pT > 1.2 GeV,
|h| < 2.5, and a significance on the track impact parameter of at least 2. The offline reconstruc-
tion requires two opposite-sign muons matching those that triggered the detector readout, with
some requirements being stricter than at the trigger level, such as |h| < 2.4 and cos q > 0.98.
The muon candidates must pass high-purity track quality requirements [11], and fulfill the soft-
muon identification requirements [8], which imply, in particular, that there are more than five
hits in the silicon tracker, with at least one in the pixel layers. The two muons must also be close
to each other in angular space:

p
(Dh)2 + (Df)2 < 1.2, where Dh and Df are the differences in

pseudorapidity and azimuthal angle, respectively, between their momenta.

3 Measurement of the cross section ratios
3.1 Introduction
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The B parameters are the unknown branching fractions of the Bc
(⇤)(2S)+ ! Bc

(⇤)+p+p� decays.
The Bc

⇤+ meson is assumed to decay to the Bc
+ ground state and a low-energy photon with a

branching fraction of 100%, where the photon is not reconstructed.

3.2 Measurement of the Bc
+ yield

The Bc
+ ! J/y p+ candidates are reconstructed through a kinematic vertex fit, combining the

dimuon with another track. The dimuon invariant mass is constrained to the world-average J/y
mass [12] and the other track, assumed to be a pion, must fulfil |h| < 2.4 and pT > 3.5 GeV. The
primary vertex (PV) associated with the Bc

+ candidate is selected among all the reconstructed
vertices [13] as the one with the smallest angle between the reconstructed Bc

+ momentum and
the vector joining the PV with the Bc

+ decay vertex. To avoid biases, this PV is then refitted
without the tracks associated with the muons and the pion. The Bc

+ candidates are required
to have pT > 15 GeV, |y| < 2.4, a kinematic vertex fit c2 probability larger than 10%, and a
decay length (distance between the J/y p+ vertex and the PV) larger than 100 µm. If several Bc

+

candidates are found in the same event, which happens in 1.6% of the events, only the one with
the highest pT is kept. Simulation studies show that this choice identifies the correct candidate
with 99% probability. These selection criteria were defined through studies of simulated signal
samples and measured sideband events [1].

Figure 1 shows the invariant mass distribution of the reconstructed and selected Bc
+! J/y p+

candidates, where the Bc
+ signal is clearly seen as a prominent peak [1]. The result of an un-
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Figure 1: Invariant mass distribution of the Bc
+ ! J/y p+ candidates, after applying all event

selection criteria [1]. The fitted contributions are shown by the stacked distributions, the solid
line representing their sum. The vertical dashed lines indicate the mass window used to select
the Bc

+ candidates for the Bc
(⇤)(2S)+ reconstruction.

binned maximum-likelihood fit is also shown, together with the signal and background con-
tributions. The underlying background is modeled as the sum of three terms: (a) uncorrelated
J/y-track combinations (combinatorial background), parametrized by a first-order polynomial;
(b) partially reconstructed Bc

+ ! J/y p+
X decays, only relevant for invariant mass values be-

low 6.2 GeV and parametrized by a generalized ARGUS function [14] convolved with a Gaus-
sian resolution; and (c) a small contribution from Bc

+! J/y K+ decays, with a shape fixed from
simulation studies (described later) and a normalization fixed by the Bc

+! J/y p+ yield, scaled
by the ratio of the corresponding branching fractions [15] and reconstruction efficiencies. The
Bc
+ signal peak is modeled by a double-Gaussian function,

wG(µ, s1) + (1 � w)G(µ, s2), (2)

where G(µ, s) represents a Gaussian function with mean µ and standard deviation s, and w

is the relative fraction of the narrower Gaussian in the fit. The single mean µ corresponds to
the average reconstructed Bc

+ mass. The fit gives w = 47%, s1 = 21 MeV, and s2 = 42 MeV,
the very different Gaussian widths reflecting the fact that the Bc

+ mass resolution depends on
rapidity, degrading from the barrel to the endcap regions. The Bc

+ mass resolution [1] agrees
with expectations from simulation studies, of approximately 34 MeV.

The fitted Bc
+ mass is M(Bc

+) = 6271.1 ± 0.5 MeV and the Bc
+ signal yield is 7629 ± 225 events,

where the uncertainties are statistical only. The measured invariant mass distribution is well
reproduced by the sum of the fitted contributions, reflected in the c2 between the binned dis-
tribution and the fit function of 35 for 30 degrees of freedom.

3.3 Measurement of the Bc(2S)+ and Bc
⇤(2S)+ yields

The Bc(2S)+ and Bc
⇤(2S)+ candidates are also reconstructed through vertex kinematic fits, com-

bining a Bc
+ candidate with two opposite-sign, high-purity tracks, assumed to be pions. The

selected Bc
+ candidates must have invariant mass in the 6.2–6.355 GeV range, where the low-

mass edge is selected so as to avoid the background caused by partially reconstructed decays
(represented by the gray area below 6.2 GeV in Fig. 1). The lifetimes of the Bc(2S)+ and Bc

⇤(2S)+
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are assumed to be negligible with respect to the measurement resolution, so that the produc-
tion and decay vertices essentially coincide. Therefore, the daughter pions are among the tracks
used in the refitted PV. Furthermore, one of the pions must have pT > 0.8 GeV and the other
pT > 0.6 GeV. The Bc

+p+p� candidates must have |y| < 2.4 and a vertex kinematic fit c2 prob-
ability larger than 10%. As before, if several Bc

+p+p� candidates are found in the same event,
only the one with the highest pT is kept.

Figure 2 shows the M(Bc
+p+p�)� M(Bc

+)+mBc+ distribution, where M(Bc
+p+p�) and M(Bc

+)
are the reconstructed invariant masses of the Bc

+p+p� and Bc
+ candidates, respectively, and

mBc+ is the world-average Bc
+ mass [12]. This variable is used in the analysis because it is

measured with a better resolution than M(Bc
+p+p�), given that some of the measurement

uncertainties cancel in the difference. The measured distribution is fitted to a superposition
of two signal peaks using the same parametrization as in Eq. 2, plus a third-order Chebyshev
polynomial, modeling the nonpeaking, combinatorial background. Two background contribu-
tions arising from Bc

+ ! J/y K+ decays are also considered, with shapes identical to those of
the signal peaks, ignoring a negligible shift (less than 1 MeV) to lower mass values, and nor-
malizations fixed by the ratio of the Bc

+! J/y K+ to Bc
+! J/y p+ signal yields.
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Figure 2: Invariant mass distribution of the Bc
(⇤)(2S)+ ! Bc

(⇤)+p+p� candidates [1]. The
Bc
⇤(2S)+ corresponds to the lower-mass peak, the Bc(2S)+ to the higher. The fitted contribu-

tions are shown by the stacked distributions, the solid line representing their sum.

Given the small number of events in the two signal peaks, the w and s2 double-Gaussian pa-
rameters are fixed to values determined in simulation studies: w = 92% and s2 = 3.1 s1 for the
lower-mass peak; and w = 86% and s2 = 2.8 s1 for the higher-mass peak. The two resonances
are well resolved, with a mass difference of 28.9 ± 1.5 MeV, where the uncertainty is statisti-
cal only. The widths of the peaks are consistent with the measurement resolution evaluated
through simulation studies, which is approximately s = 6 MeV [1]. The unbinned extended
maximum-likelihood fit gives 67 ± 10 and 52 ± 9 events for the lower- and higher-mass peaks,
respectively. The quality of the fit can be quantified through the c2 per degrees of freedom
ratio, 41/35.

As explained in Ref. [1], the Bc
⇤(2S)+ peak is seen in the Bc

+p+p� invariant mass distribution at
a mass value lower than that of the Bc(2S)+ peak. The reason is that, contrary to what happens
to the Bc(2S)+, which decays directly to Bc

+ p+p�, the Bc
⇤(2S)+ meson decays to Bc

⇤+p+p�

where the photon emitted in the subsequent Bc
⇤+ ! Bc

+ g decay has too low energy to be re-

+ π+ π- 

Reconstruction efficiencies evaluated with MC simulations to calculate the ratios 
(common J/ψ → μ+μ- trigger efficiency cancels out)

Rþ ¼ ð3.47$ 0.63Þ%;

R&þ ¼ ð4.69$ 0.71Þ%; and

R&þ=Rþ ¼ 1.35$ 0.32: ð3Þ

The quoted uncertainties are statistical only. The fact that the
Bð&Þ
c ð2SÞþ events are a subset of the Bþ

c events has a
negligible effect (less than 1%) on the uncertainties. The
correlation between B&

cð2SÞþ and Bcð2SÞþ yields, used in
the double cross section ratio, is taken into account using
an alternative fit to the MðBþ

c πþπ−Þ −MðBþ
c Þ þmBþ

c
dis-

tribution, which directly provides the ratio of these yields. It
is worth noting again that these ratios include branching
fractions [shown in Eq. (1)] that have not yet beenmeasured.

F. Dependence on the B+
c kinematics

In order to probe if these cross section ratios show a
dependence on the kinematics of the Bþ

c meson, the
analysis is redone after splitting the events into three Bþ

c
meson pT bins and (independently) into three jyj bins. The
bin edges are chosen so as to have similar uncertainties in
the three bins: 15, 22.5, 30, and 60 GeV for pT, and 0, 0.4,
0.8, and 2.4 for jyj. The amount of events with pT >
60 GeV corresponds to 3.4% of the total sample and they
are excluded from these kinematical distributions.
As shown in Fig. 3, none of the measured ratios shows

significant variations with the pT or jyj of the Bþ
c meson,

within the probed kinematical regions. The markers are
shown at the average Bþ

c pT or jyj values of the events
contributing to each bin. The horizontal displacements
between the markers seen in the top panels reflect the
differences between the Bcð2SÞþ and B&

cð2SÞþ kinematic
distributions.
Reporting the cross section ratios as a function of the Bþ

c
kinematics and in a phase space domain defined by the Bþ

c
is the choice that best reflects the data analysis procedure
and that cancels to the largest extent the systematic
uncertainties related to the Bþ

c detection. Given the rela-
tively small mass difference between the mother Bð&Þ

c ð2SÞþ
and the daughter Bþ

c states, the ratio of laboratory momen-
tum to mass remains practically unchanged in the decays,
on average, so that the following kinematical relations
hold to a very good approximation: yM ¼ yd and pT

M ¼
ðM=mÞpd

T,wherey
M,pM

T , andM (respectively yd,pd
T, andm)

are the rapidity, pT, and mass of the mother (respectively
daughter) [26].

G. Systematic uncertainties

Several sources of systematic effects that could poten-
tially affect the measurement of the cross section ratios
have been considered. For each of those effects, the
analysis has been redone using an alternative option and
the resulting cross section ratios are compared to those
obtained in the baseline analysis. The observed difference

between the two results is taken as the systematic uncer-
tainty associated with that specific effect.
Naturally, no uncertainties are considered in factors that

affect identically the numerator and denominator values
that provide the cross section ratios, such as the efficiency
of the J=ψ trigger used to collect the event sample or the
efficiency of the event selections that determine the total
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FIG. 3. The Rþ and R&þ (upper), and R&þ=Rþ (lower) cross
section ratios, including the Bð&Þ

c ð2SÞþ → Bð&Þþ
c πþπ− branching

fractions, as functions of the Bþ
c pT (left) and jyj (right). The

horizontal bars show the bin widths. The markers are shown at the
average Bþ

c pT or jyj values of the events contributing to each bin,
in the background-subtracted distributions, and the vertical bars
represent the statistical uncertainties only. The systematic un-
certainties are essentially independent of the Bþ

c kinematics.
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than the respective uncertainties computed accounting for
the correlation induced by the overlap of the baseline and
varied event samples, so that no corresponding systematic
uncertainty has been considered.
All the values mentioned above are listed in Table II,

which also shows the total systematic uncertainties com-
puted as the sum in quadrature of the individual terms.

IV. INVARIANT MASS DISTRIBUTION
OF THE DIPION SYSTEM

As a complement to the measurement of the cross section
ratios, it is also interesting to measure the invariant mass
distributions of the dipions emitted in the Bþ

c πþπ− decays
of the two Bð#Þ

c ð2SÞþ states. In particular, comparing these
distributions to those seen in the analogous ψð2SÞ →
J=ψπþπ− and ϒð2SÞ → ϒð1SÞπþπ− decays should pro-
vide relevant information to characterize the excited Bþ

c
states and their production processes [6,7].

Figure 4 compares the invariant mass distributions
normalized to unity, of the dipions emitted in the
Bcð2SÞþ (closed red circles) and B#

cð2SÞþ (open blue
squares) decays between themselves and with the two
corresponding simulated phase space distributions (lines).
The Bð#Þ

c ð2SÞþ data distributions are derived from the
Bþ
c πþπ− invariant mass distribution shown in Fig. 2.

The contribution of the background events under the peaks
is subtracted using the shape of the measured same-sign
dipion invariant mass spectrum and normalizing the sum of
the Bþ

c πþπþ and Bþ
c π−π− events to the Bþ

c πþπ− spectrum
in the invariant mass sideband regions. The dipion invariant
mass distributions have also been obtained using the sPlot
technique [28] to subtract the background, which resulted
in distributions consistent with those reported in Fig. 4.
Simulation studies show no dependence of the

reconstruction efficiencies on the πþπ− invariant mass,
so no correction is applied to these normalized distribu-
tions, where only the shapes are informative. For the same
reason, systematic uncertainties that affect the distributions
globally are not relevant, as they have no impact on the
shapes and are canceled by the normalizations.
The dipion mass-dependent systematic uncertainties

have been evaluated by comparing, bin by bin, the baseline
distributions with those obtained in alternative analyses,
where variations are made, as mentioned above, on the
models used to fit the signal and background components
of the Bþ

c πþπ− mass distribution and on the small con-
tributions from the Bþ

c → J=ψKþ and partially recon-
structed Bþ

c decays.
As seen in Fig. 4, the Bð#Þ

c ð2SÞþ dipion invariant mass
distributions are compatible with each other within the
uncertainties, and have shapes different from the rather flat
distributions predicted from the phase space simulations.

V. SUMMARY

The ratios of the Bcð2SÞþ to Bþ
c , B#

cð2SÞþ to Bþ
c , and

B#
cð2SÞþ to Bcð2SÞþ production cross sections, Rþ, R#þ,

and R#þ=Rþ, respectively, have been measured in proton-
proton collisions at

ffiffiffi
s

p
¼ 13 TeV. The dataset used in the

analysis corresponds to an integrated luminosity of
143 fb−1 collected by the CMS experiment at the LHC
between 2015 and 2018.
The Bð#Þ

c ð2SÞþ mesons have been reconstructed through
the decays Bð#Þ

c ð2SÞþ → Bð#Þþ
c πþπ−, followed by the Bþ

c →
J=ψπþ and J=ψ → μþμ−. The measured cross section
ratios, including the (unknown) Bð#Þ

c ð2SÞþ → Bð#Þþ
c πþπ−

branching fractions, are

Rþ ¼ ð3.47& 0.63ðstatÞ & 0.33ðsystÞÞ%;

R#þ ¼ ð4.69& 0.71ðstatÞ & 0.56ðsystÞÞ%; and

R#þ=Rþ ¼ 1.35& 0.32ðstatÞ & 0.09ðsystÞ: ð4Þ

TABLE II. Relative systematic uncertainties (in %) in the cross
section ratios, including the Bð#Þ

c ð2SÞþ → Bð#Þþ
c πþπ− branching

fractions, corresponding to the sources described in the text. The
total uncertainty is the sum in quadrature of the individual terms.

Rþ R#þ R#þ=Rþ

J=ψπþ fit model 5.5 5.5 ' ' '
Bþ
c πþπ− fit model 5.9 2.9 2.9

Efficiencies: statistical uncertainty 1.1 1.0 1.4
Efficiencies: spread among years 1.8 1.6 0.9
Efficiencies: pion tracking 4.2 4.2 ' ' '
Decay kinematics 1.5 6.9 4.2
Helicity angle 1.0 6.0 3.5

Total 9.5 12.0 6.4
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FIG. 4. The dipion invariant mass distributions from
Bð#Þ
c ð2SÞþ → Bð#Þþ

c πþπ− decays in data, normalized to unity.
The inner and outer tick marks designate the statistical and total
uncertainties, respectively. The lines show the corresponding
predictions from phase space simulations.
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Measuring cross-section of Υ(1S) pair production in the fiducial region |y| < 2.0 
with 4 muons in the final state:   BR( Υ(1S) → μ+μ- ) = 2.48 ± 0.05 % 

Using 35.9 fb-1 at √s = 13 TeV (2016) in the kinematic region not accessible to LHCb 
following the previous observation by CMS at √s = 8 TeV    ▶ 

Number of events extracted from the 2D unbinned maximum likelihood fit to the two mμμ spectra 
applying acceptance + efficiency corrections on event-by-event basis:    1740 ± 240 events

8

Υ(1S) pair production

• Υ(1S) →  μ+μ-

Phys. Lett. B 808 (2020) 135578

final states

JHEP 05 (2017) 013
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Figure 2: The two projections and the result of the 2D fit to the muon pair invariant masses.
Each event is corrected for acceptance and efficiency. The U(1S) pair production signal is shown
as a filled area. The contributions from the combinatorial background, and from events with a
U(1S) meson and a pair of combinatorial muons, with a U(2S) meson and two reconstructed
muons from any origin, and with a U(3S) meson and two reconstructed muons from any origin,
are overlaid.

Table 2: The unweighted number of events for each of the processes from the fit to the m12 and
m34 distributions without acceptance nor efficiency corrections.

Process Uncorrected yield
U(1S) + U(1S) 111 ± 16
U(2S) + U(2S) 3.6 +4.4

�3.6
U(3S) + U(3S) 1.1 +1.4

�1.1
U(1S) + combinatorial 166 ± 33
U(2S) + combinatorial 25 ± 18
U(3S) + combinatorial 1.1 +11

�1.1
U(2S) + U(1S) 19 ± 10
U(3S) + U(1S) 17 ± 11
Combinatorial + combinatorial 561 ± 41

predicts a ratio of 2.1 for DPS production, and 1.6 for the SPS production. Taking the fraction
of the DPS mechanism in the total cross section fDPS = (39 ± 14)% at a center-of-mass energy
of 13 TeV, as measured in Section 5.5, the cross section ratio predicted by PYTHIA is 1.79 ± 0.27.
Combining the uncertainties in quadrature, the prediction is within two standard deviations of
the measurement.

Another unbinned extended maximum likelihood fit is performed to extract the number of
U(1S)U(1S) events observed in data after the selection. The U(1S)U(1S) unweighted signal
yield is obtained from a fit where all observed events have a weight of 1.0. For this fit, a sep-
arate signal shape is determined by fitting the m12 and m34 distributions in the unweighted
simulation. The absence of weighting does not significantly modify the signal distribution.
The unweighted event yields are given for all processes in Table 2. There is no evidence for
the simultaneous production of two excited states of the U meson, but excesses with a signif-
icance lower than two standard deviations indicate the possible presence of U(1S)U(2S) and
U(1S)U(3S) events. The number of events from data in the m12 vs. m34 distribution is shown in
Fig. 3, along with the results of the fit to the signal+background model, using the color scale to
the right of the plot.

5.3 Measurement of the fiducial cross section 7

Table 1: Systematic uncertainties considered in the U(1S) pair production cross section mea-
surement. The last column gives the associated absolute uncertainty in the measurement of
sfid.

Uncertainty source Uncertainty (%) Impact on sfid ( pb)
Integrated luminosity 2.5 2.0
Muon identification 2.0 1.6
Trigger 6.0 4.7
Vertex probability 1.0 0.8
B(U(1S) ! µ+µ�) 4.0 3.2
Signal and background models 1.2 1.0
Method closure 1.5 1.2

Total 8.1 6.4

the U(1S)U(1S) distributions are constrained within the uncertainties obtained from the fit to
simulated events. An uncertainty of 0.2% in the muon momentum scale is propagated as an
uncertainty in the mean of the U(1S) model. These uncertainties in the signal and background
model together contribute an uncertainty of 1.5% in the U(1S) pair production cross section
measurement.

The consistency of the method to obtain N
corr is checked by applying the efficiency and ac-

ceptance weights to the events selected in simulation, and comparing the computed N
corr to

the number of events generated in the fiducial region before applying any selection criterion.
This test is performed for both the SPS and DPS simulations using the correction maps derived
from one sample, the other one, or their combination. Using the combined map, the weighted
DPS yield has a deviation of (�1.3 ± 3.7)% with respect to the generated yield, and the corre-
sponding deviation for the SPS sample is (�0.6 ± 1.5)%. The level of closure is similarly good
for both production modes despite average event weights differing by more than a factor of 3
because of the kinematic differences. The weighted number of data events used to compute the
U(1S) pair production cross section is increased by 1% to allow for a potential nonclosure, and
an uncertainty of 1.5% is associated with this correction.

The systematic uncertainties are summarized in Table 1.

5.3 Measurement of the fiducial cross section

The 2D unbinned fit to the m12 vs. m34 distribution yields N
corr = 1740± 240 for the U(1S)U(1S)

process. The projections on both dimensions with all the fit components are shown in Fig. 2.
This number of events can be translated into an inclusive cross section for the U(1S)U(1S)
process in the fiducial region defined such that both U(1S) mesons have an absolute rapidity
below 2.0. Taking into account the statistical and systematic uncertainties described in Section
5.2, and assuming unpolarized U(1S) mesons, the inclusive fiducial cross section is measured
to be:

sfid = 79 ± 11 (stat) ± 6 (syst) ± 3 (B) pb, (3)

where the last uncertainty comes from the uncertainty in the U(1S) dimuon branching fraction.

The CMS Collaboration previously measured, in the same fiducial region, the U(1S)U(1S)
production cross section at a center-of-mass energy of 8 TeV to be 69 ± 13 (stat) ± 7 (syst) ±
3(B)pb [2]. Assuming all uncertainties are uncorrelated with those in the result presented in
this Letter except that in the branching fraction of the U(1S) meson to muons, the measured
ratio of the cross section at a center-of-mass of 13 TeV to that at 8 TeV is 1.14 ± 0.32, where the
uncertainty includes both the statistical and systematic components. The PYTHIA generator

+  effect of polarisation [-60%; +25%]
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Figure 4: Measured fiducial cross section (black dots) in bins of |Dy(U(1S), U(1S))| (left)
or mU(1S)U(1S) (right). The last bin includes the overflow. The SPS and DPS distributions
predicted from simulation are overlaid using the fDPS value extracted from the fit to the
|Dy(U(1S), U(1S))| distribution. The shaded areas around the SPS and DPS predictions in-
dicate the theoretical uncertainties, which are often smaller than the thickness of the dashed
lines. The shaded area around the total distribution corresponds to the uncertainty in the mea-
surement of fDPS. The solid line shows the sum of the SPS and DPS contributions with the
best-fit fDPS.

mass m4µ for signal events. The m4µ and em4µ distributions are similar for the combinatorial
background.

The results are extracted by performing an unbinned maximum-likelihood fit to the em4µ spec-
trum. The signal and background components are modeled by several functional forms in the
fit, as described in the next paragraphs.

The signal distributions are parameterized by the sum of two Gaussian functions with the same
mean. The parameters are extracted for the four mass points available in simulation. The signal
modeling needs to be interpolated for masses between 16.5 and 26 GeV and extrapolated to
masses up to 27 GeV to search for narrow resonances with any mass between 16.5 and 27 GeV.
This is done by fitting with polynomials the different parameters of the two Gaussian functions
as a function of the generated resonance mass. The same procedure is repeated for every signal
model. The full width at half maximum is about 0.2 GeV for a resonance mass of 18 GeV.

The background is separated into two components: the U(1S)U(1S) process, which was the
signal in Section 5 and is characterized by a sharp rising edge in the em4µ spectrum at twice
the U(1S) meson mass, and the combinatorial background, which is described by a smooth
function as explained below.

The em4µ spectrum for the U(1S)U(1S) process is obtained from simulation, and is modeled as
the product of a sigmoid function and an exponential function with a negative exponent. The
nominal model for the U(1S)U(1S) background is taken as an average between the DPS and
SPS templates, which is consistent with the measurement of the DPS fraction presented in Sec-
tion 5.3. Figure 5 shows the em4µ models obtained from simulated DPS and SPS events, together
with the average fit model. The number of U(1S)U(1S) events in the signal region is extracted,
as detailed in Section 5, using the selection designed for the resonance search and without ap-
plying the acceptance and efficiency corrections from Eq. (2). In this case, only events with
13 < em4µ < 28 GeV are retained and no rapidity criteria are applied for the reconstructed
U(1S) candidates. The yield is measured to be 78± 13 events. The requirement that the mass of

No statistically significant Υ(1S)+Υ(1S) resonance observed

Single / Double 
Parton  
Scattering

http://dx.doi.org/10.1016/j.physletb.2020.135578
http://dx.doi.org/10.1007/JHEP05(2017)013
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Investigating the effect of Underlying Event (UE) on the quarkonium production 
e.g. fragmentation of soft gluons or decays of higher-mass states 

More apparent in heavy-ion collisions with very high particle density 
↳ looking at  quarkonium yields vs multiplicity of charged particles  pT > 0.4  GeV;  |η| < 2.4  

Using √s = 7 TeV data (2011) with | yμμ | < 1.2  and increasing pT(μ+μ-) thresholds  
 0 GeV (0.3 fb-1),  5 GeV (1.9 fb-1),  7 GeV (4.8 fb-1)  due to the increasing  luminosity
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Υ(nS) vs event activity

• Υ(nS) →  μ+μ-

JHEP 2011 (2020) 001

final states

3.4 Acceptances, efficiencies and vertex merging corrections 5

into account the slightly shifted experimental dimuon mass scale [25]. The widths of the two
Gaussian functions are constrained to scale between the three signal peaks, following the ratios
of their world-average masses. The tail parameter of the exponential is left free in the fit, but is
common to the three U(nS) signal shapes. There are eight resulting free parameters in the fit:
the mass scale factor, the two widths of the U(1S) Gaussian function, their respective fraction in
describing the U(1S) peak, the tail parameter of the exponential, the number of U(1S) events,
and the ratios U(2S)/U(1S) and U(3S)/U(1S). The validity of the fit choices, in particular of
the fixed mass resolution scaling between the three states, has been confirmed by relaxing these
constraints and comparing the results in larger Ntrack bins, to decrease the sensitivity to statis-
tical fluctuations. To describe the background, an Error Function combined with an exponential
is chosen.

Examples of the invariant mass distributions and the results of the fit are shown in Fig. 1 for
Ntrack = 0–6 (left) and 110–140 (right). The lower panel displays the normalised residual (pull)
distribution. This is given by the difference between the observed number of events in the
data and the integral of the fitted signal and background function in that bin, divided by the
Poisson statistical uncertainty in the data. The lineshape description represents the data well
and shows no systematic structure. Signal extraction was found to be the main source of sys-
tematic uncertainties in the measurement of the ratios. In order to evaluate it, eight alternative
fit functions have been considered, combining the described ones and alternative modelling
of the signal (Crystal Ball functions [36]) and the background (polynomials of different orders,
exponential function). The maximum variation with respect to the chosen fit is taken as the
systematic uncertainty, and is found to be up to 5.5% in the highest Ntrack bins.
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Figure 1: The µ+ µ� invariant mass distributions for dimuon candidates with p
µµ
T > 7 GeV and

|yµµ | < 1.2, in two intervals of charged particle multiplicity, 0–6 (left) and 110–140 (right). The
result of the fit is shown by the solid lines, with the various dotted lines giving the different
components. The lower panel displays the pull distribution.

3.4 Acceptances, efficiencies and vertex merging corrections

Evaluation of the efficiencies begins with the single-muon reconstruction efficiencies obtained
with a ”tag-and-probe” approach [37], based on J/y control samples in data. The dimuon
efficiency is then obtained by combining the single-muon efficiencies and a factor that takes into
account the trigger inefficiency for close-by muons, obtained from MC simulation, following
the procedure detailed in Ref. [38].
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Figure 3: Mean p
µµ
T values for the three U(nS) states as a function of Ntrack for p

µµ
T > 7 GeV (left)

and > 0 GeV (right). The outer vertical bars represent the combined statistical and systematic
uncertainties in the ratios, while the horizontal bars give the uncertainty in

⌦
Ntrack

↵
in each bin.

Inner tick marks show only the statistical uncertainty, both in the ratio and in
⌦

Ntrack
↵
.

4.2 Transverse momentum dependence

The ratios U(2S)/U(1S) (left) and U(3S)/U(1S) (right) are plotted in Fig. 4 as a function of
Ntrack for seven p

µµ
T intervals from 0 to 50 GeV.
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Figure 4: The ratios U(2S)/U(1S) (left) and U(3S)/U(1S) (right) as a function of Ntrack, for dif-
ferent p

µµ
T intervals. The interval 0–5 GeV corresponds to an integrated luminosity of 0.3 fb�1,

the interval 5–7 GeV to 1.9 fb�1, and the rest to the full integrated luminosity of 4.8 fb�1. The
outer vertical bars represent the combined statistical and systematic uncertainties in the ratios,
while the horizontal bars give the uncertainty in

⌦
Ntrack

↵
in each bin. Inner tick marks show

only the statistical uncertainty, both in the ratio and in
⌦

Ntrack
↵
.

In all the p
µµ
T ranges, there is a decrease in the ratios with increasing multiplicity, with the

largest rate of decrease in the p
µµ
T = 5–7 GeV bin. At higher p

µµ
T values, the decrease in

the ratios is smaller. This is particularly evident for the p
µµ
T = 20–50 GeV bin, especially for

U(2S)/U(1S) where the ratio is compatible with being constant. In the 0–5 GeV bin, all the
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4.2 Transverse momentum dependence

The ratios U(2S)/U(1S) (left) and U(3S)/U(1S) (right) are plotted in Fig. 4 as a function of
Ntrack for seven p

µµ
T intervals from 0 to 50 GeV.

trackN
0 20 40 60 80 100 120 140

(1
S)

Υ / 
(2

S)
Υ

0.0

0.1

0.2

0.3

0.4

0.5

| < 1.2µµy|

 [GeV]:µµ

T
p

20-50
15-20
11-15
9-11
7-9
5-7
0-5

 (7 TeV)-1fb4.8CMS

trackN
0 20 40 60 80 100 120 140

(1
S)

Υ / 
(3

S)
Υ

0.0

0.1

0.2

0.3

0.4

0.5

| < 1.2µµy|

 [GeV]:µµ

T
p

20-50
15-20
11-15
9-11
7-9
5-7
0-5

 (7 TeV)-1fb4.8CMS

Figure 4: The ratios U(2S)/U(1S) (left) and U(3S)/U(1S) (right) as a function of Ntrack, for dif-
ferent p

µµ
T intervals. The interval 0–5 GeV corresponds to an integrated luminosity of 0.3 fb�1,

the interval 5–7 GeV to 1.9 fb�1, and the rest to the full integrated luminosity of 4.8 fb�1. The
outer vertical bars represent the combined statistical and systematic uncertainties in the ratios,
while the horizontal bars give the uncertainty in

⌦
Ntrack

↵
in each bin. Inner tick marks show

only the statistical uncertainty, both in the ratio and in
⌦

Ntrack
↵
.

In all the p
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T ranges, there is a decrease in the ratios with increasing multiplicity, with the

largest rate of decrease in the p
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T = 5–7 GeV bin. At higher p
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the ratios is smaller. This is particularly evident for the p
µµ
T = 20–50 GeV bin, especially for
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Figure 6: The ratios U(2S)/U(1S) and U(3S)/U(1S) are shown as a function of the track mul-
tiplicity Ntrack: in four categories based on the number of charged particles produced in a
DR < 0.5 cone around the U direction (left), and in different intervals of charged particle trans-
verse sphericity, ST (right). The outer vertical bars represent the combined statistical and sys-
tematic uncertainties in the ratios, while the horizontal bars give the uncertainty in

⌦
Ntrack

↵
in

each bin. Inner tick marks show only the statistical uncertainty, both in the ratio and in
⌦

Ntrack
↵
.

4.6 Discussion

The impact of additional UE particles on the trend of the U cross section ratios to decrease with
multiplicity in pp and pPb collisions was pointed out in Ref. [7]. In particular, it was noted
that the events containing the ground state had about two more tracks on average than the
ones containing the excited states. It was concluded that the feed-down contributions cannot
solely account for this feature. This is also seen in the present analysis, where the U(1S) meson
is accompanied by about one more track on average (

⌦
Ntrack

↵
= 33.9 ± 0.1) than the U(2S)

(
⌦

Ntrack
↵
= 33.0 ± 0.1), and about two more than the U(3S) (

⌦
Ntrack

↵
= 32.0 ± 0.1). However,

as seen in Fig. 6 (left), no significant change is seen when keeping only events with no tracks
within a cone along the U(nS) direction.

One could argue that, given the same energy of a parton collision, the lower mass of the up-
silon ground state compared to the excited states would leave more energy available for the
production of accompanying particles. On the other hand, it is also true that, if we expect
a suppression of the excited states at high multiplicity, it would also appear as a shift in the
mean number of particles for that state (because events at higher multiplicities would be miss-
ing). Furthermore, if we consider only the events with 0 < ST < 0.55, where none or little
dependence on multiplicity is present, the mean number of charged particles per event is ex-
actly the same for the three U states (

⌦
Ntrack

↵
= 22.4 ± 0.1). This suggests that the different

number of associated particles is not directly linked to the difference in mass between the three
states.

5 Summary
The measurement of ratios of the U(nS) ! µ+µ� yields in proton-proton collisions at

p
s =

7 TeV, corresponding to an integrated luminosity of 4.8 fb�1, collected with the CMS detector
at the LHC, are reported as a function of the number of charged particles produced with pseu-
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4.4 Dependence on the Y(nS) isolation

The isolation of the U(nS) is defined by the number of tracks found in a small angular region
around its direction. The study is aimed at verifying whether charged tracks produced along
the U momentum direction, such as the ”comovers” of Ref. [47], could explain the observed
reduction in the cross section ratio. The number of particles (N

DR

track) in a cone around the U mo-
mentum direction (DR =

p
(Dh)2 + (Df)2 < 0.5) is counted, where Dh is the difference in pseu-

dorapidity between the U(nS) and the other particles. The data sample is split into four cate-
gories: N

DR

track = 0, 1, 2, and > 2. In the last case, for the lower multiplicity range 0–15, a strong
decrease in both ratios was initially observed. The source was identified as an enhancement of
the U(1S) signal coming from the feed-down process U(2S) ! U(1S)p+p�. This was verified
by reconstructing the U(2S) state using the selection and procedure of Ref. [48]. While the raw
number of reconstructed U(2S) events from the fit to the U(1S)p+p� mass spectrum is below
1% in all the Ntrack bins, this component increases significantly, up to 25%, when we require
tracks in the DR < 0.5 cone. On the other hand, the contributions from U(3S) ! U(1S)p+p�

and U(3S) ! U(2S)p+p� decays remain negligible. A correction is applied to take into ac-
count both the number of reconstructed feed-down events and the probability that an event is
selected in that multiplicity bin due to the presence of the feed-down p+p� pair. A sizeable
(of the order of 30%) correction is needed only for the Ntrack = 0–15 bin, when requiring more
than two particles in the cone. The ratios U(2S)/U(1S) and U(3S)/U(1S) vs. track multiplicity
in the four different categories, after this correction, are shown in Fig. 6 (left). The dependence
on the charged particle multiplicity is similar in all the categories and also shows a flattening in
the N

DR

track > 2 category, which is opposite to what would be expected in the comover picture.

4.5 Transverse sphericity dependence

The transverse sphericity is a momentum-space variable, useful in distinguishing the dominant
physics process in the interaction. It is defined as:

ST ⌘ 2l2
l1 + l2

,

where l1 > l2 are the eigenvalues of the matrix constructed from the transverse momenta
components of the charged particles (labelled with the index i), linearised by the additional
term 1/pTi (following Ref. [49]):

S
T

xy =
1

Âi pTi

Â
i

1
pTi

 
p

2
xi

pxi pyi

pxi pyi p
2
yi

!
.

By construction, an isotropic event has sphericity close to 1 (”high” sphericity), while ”jet-
like” events have ST close to zero. For very low multiplicity, ST tends to take low values, so
its definition is inherently multiplicity dependent. The cross section ratio between the U(nS)
states is evaluated as a function of multiplicity in four transverse sphericity intervals, 0–0.55,
0.55–0.70, 0.70–0.85, and 0.85–1.00. The resulting trends are shown in Fig. 6 (right). In the low-
sphericity region, the ratios remain nearly independent of multiplicity, while the three bins
with ST > 0.55 show a similar decrease as a function of multiplicity. This observation suggests
that the decrease in the ratios is an UE effect. When the high multiplicity is due to the presence
of jets or other localised objects and ST is small, the decrease is absent. It can also help to explain
why the multiplicity dependence is almost flat at higher p

µµ
T , as shown in Fig. 4. This is because

low-sphericity events have a higher p
µµ
T on average.

+ sphericity dependenceConfirmed previous observations in pp and p-Pb collisions 
No multiplicity dependence in jet-like events:  0 < ST < 0.55 
↳ UE likely responsible for the decrease in Υ(nS)/Υ(1S) ratios

http://dx.doi.org/10.1007/JHEP11(2020)001


Nazar Bartosik Experimental Measurement of Heavy Flavours at CMS

Good example of indirect search for New Physics:  FCNC decay  b → s μ+ μ-   in  B+ → K*+ μ+μ- 
↳ forbidden at tree level → loop-diagrams suppressed in SM, but enhanced in BSM models 

Measuring forward-backward asymmetry (AFB)  +  longitudinal polarisation (FL) 
using 20 fb-1 of pp collisions at √s = 8 TeV 

Suppressing charmonium contributions ( J/ψ,  ψ(2S) )  by excluding bkg. rich q2 regions 

+ correlation of m and q                 8.68 - 10.09 GeV2  and  12.86 - 14.18 GeV2 

Angular analysis performed in terms of three angles:       θK  |  θL  |  ϕ     ▶ 
in three q2 intervals:  1 - 8.68 GeV2  10.09 - 12.86 GeV2  14.18 - 19 GeV2  
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Angular analysis of  B+ → K*+ μ+μ-

• K*+ →  KS0 π+ 

• KS0 →  π+π-

JHEP 2104 (2021) 124

final states

+ 2 ⨉ μ± (OS) 
   pT > 3.5 GeV 3

 rest frame

 rest frame

Figure 1: Definition of the angular observables qK (left), q` (middle), and f (right) for the decay
B+ ! K⇤+µ+µ�.

occurs through two effects: finite detector resolution resulting in a reconstructed dimuon mass
different than the true value, and decays of the two charmonium states in which a low-energy
photon is emitted in addition to the two muons. Two additional requirements are used to re-
move these contributions. First, candidates that satisfy either mJ/y � 5sq < q < mJ/y + 3sq

or |q � my(2S) | < 3sq are removed, where mJ/y and my(2S) are the world-average J/y and
y(2S) masses [27], respectively, and sq is the calculated uncertainty in q for each candidate.
The second requirement specifically targets the radiative background by using the fact that
the missing low-energy photon will shift q and m from their nominal values by a similar
amount. Thus, these events are suppressed by requiring |(m � mB+)� (q � mJ/y)| > 0.09 GeV
and |(m � mB+)� (q � my(2S) )| > 0.03 GeV. When the B+ ! K⇤+J/y decay mode is used as a
control sample, the requirements in this paragraph are not applied.

The Monte Carlo (MC) samples corresponding to the signal and control channels are simulated
using PYTHIA 6.426 [28], with the unstable particle decays modeled by EVTGEN [29]. The par-
ticles are then propagated through a detailed model of the CMS detector with GEANT4 [30].
The reconstruction and selection of the MC generated events follow the same algorithms as
for the collision data. The number and spatial distribution of additional pp collision vertices
in the same or nearby beam crossings in the data are simulated by weighting the MC samples
to match the distributions found in data. The signal MC samples are used to estimate the ef-
ficiency, which includes the detector acceptance, the trigger efficiency, and the efficiency for
reconstructing and selecting the signal candidates.

4 Angular analysis
The measurement of AFB and FL is performed in three q

2 regions: 1 < q
2 < 8.68 GeV2, 10.09 <

q
2 < 12.86 GeV2, and 14.18 < q

2 < 19 GeV2. The angular distribution of the signal process,
B+ ! K⇤+µ+µ�, depends on three variables as shown in Fig. 1: qK (the angle in the K⇤+

meson rest frame between the momentum of the K0
S meson and the negative of the B+ meson

momentum), q` (the angle in the dimuon rest frame between the momentum of the positively
charged muon and the negative of the B+ meson momentum), and f (the angle in the B+

meson rest frame between the plane containing the two muons and the plane containing the
K0

S and p+ mesons). Since the extracted angular observables AFB and FL do not depend on f,
this angle is integrated out. While the K0

Sp+ invariant mass is required to be consistent with
coming from a K⇤+ resonance decay, there can still be S-wave K0

Sp+ contributions [19, 31–33].
This is parameterized by two terms: the S-wave fraction, FS, and the interference amplitude,
AS, between S- and P-wave decays. The parameters AFB, FL, FS, and AS are functions of q

2.
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nuisance parameters that are used in the pseudo-experiments for constructing the acceptance
intervals for that test value of the parameter of interest. The correlation coefficients between
the two angular observables returned by MINUIT [35] are found to be 0.1 or less, depending on
the q

2 bin. Tests with pseudo-experiments are used to verify that the statistical uncertainties
have a coverage exceeding 68.3% in all cases.

The results of the unbinned maximum likelihood fit are overlaid on the data in projections
of m (upper plots), cos qK (middle plots), and cos q` (lower plots) for each q

2 region in Fig. 3.
The fitted values of YS, AFB, and FL, along with their associated uncertainties, are given in
Table 2 for each of the q

2 bins. In order to more clearly observe the signal features, the data
and fit results are shown versus the two angular variables in the invariant mass signal region
5.18 < m < 5.38 GeV in Fig. 4. The fitted values of AFB and FL are shown as a function of
q

2 in Fig. 5, along with a SM prediction. This prediction combines quantum chromodynamic
factorization and soft collinear effective theory at large recoil with heavy-quark effective theory
and lattice gauge theory at small recoil to separate hard physics (around the b quark mass)
from soft physics (around LQCD) [20, 36–38]. While theoretical predictions are unavailable
for the region between the J/y and y(2S) meson masses (10.09 < q

2 < 12.86 GeV2), the SM
prediction agrees with the experimental results for the other q

2 bins, indicating no evidence of
contributions from physics beyond the SM.
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Figure 3: The K0
Sp+µ+µ� invariant mass (upper row), cos qK (middle row), and cos q` (lower

row) distributions for each q
2 range is shown for data, along with the fit projections. The

vertical bars on the data points indicate the statistical uncertainty. The filled areas, dashed
lines, and solid lines represent the signal, background, and total contributions, respectively.
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nuisance parameters that are used in the pseudo-experiments for constructing the acceptance
intervals for that test value of the parameter of interest. The correlation coefficients between
the two angular observables returned by MINUIT [35] are found to be 0.1 or less, depending on
the q

2 bin. Tests with pseudo-experiments are used to verify that the statistical uncertainties
have a coverage exceeding 68.3% in all cases.

The results of the unbinned maximum likelihood fit are overlaid on the data in projections
of m (upper plots), cos qK (middle plots), and cos q` (lower plots) for each q

2 region in Fig. 3.
The fitted values of YS, AFB, and FL, along with their associated uncertainties, are given in
Table 2 for each of the q

2 bins. In order to more clearly observe the signal features, the data
and fit results are shown versus the two angular variables in the invariant mass signal region
5.18 < m < 5.38 GeV in Fig. 4. The fitted values of AFB and FL are shown as a function of
q

2 in Fig. 5, along with a SM prediction. This prediction combines quantum chromodynamic
factorization and soft collinear effective theory at large recoil with heavy-quark effective theory
and lattice gauge theory at small recoil to separate hard physics (around the b quark mass)
from soft physics (around LQCD) [20, 36–38]. While theoretical predictions are unavailable
for the region between the J/y and y(2S) meson masses (10.09 < q

2 < 12.86 GeV2), the SM
prediction agrees with the experimental results for the other q

2 bins, indicating no evidence of
contributions from physics beyond the SM.
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Figure 3: The K0
Sp+µ+µ� invariant mass (upper row), cos qK (middle row), and cos q` (lower

row) distributions for each q
2 range is shown for data, along with the fit projections. The

vertical bars on the data points indicate the statistical uncertainty. The filled areas, dashed
lines, and solid lines represent the signal, background, and total contributions, respectively.
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nuisance parameters that are used in the pseudo-experiments for constructing the acceptance
intervals for that test value of the parameter of interest. The correlation coefficients between
the two angular observables returned by MINUIT [35] are found to be 0.1 or less, depending on
the q

2 bin. Tests with pseudo-experiments are used to verify that the statistical uncertainties
have a coverage exceeding 68.3% in all cases.

The results of the unbinned maximum likelihood fit are overlaid on the data in projections
of m (upper plots), cos qK (middle plots), and cos q` (lower plots) for each q

2 region in Fig. 3.
The fitted values of YS, AFB, and FL, along with their associated uncertainties, are given in
Table 2 for each of the q

2 bins. In order to more clearly observe the signal features, the data
and fit results are shown versus the two angular variables in the invariant mass signal region
5.18 < m < 5.38 GeV in Fig. 4. The fitted values of AFB and FL are shown as a function of
q

2 in Fig. 5, along with a SM prediction. This prediction combines quantum chromodynamic
factorization and soft collinear effective theory at large recoil with heavy-quark effective theory
and lattice gauge theory at small recoil to separate hard physics (around the b quark mass)
from soft physics (around LQCD) [20, 36–38]. While theoretical predictions are unavailable
for the region between the J/y and y(2S) meson masses (10.09 < q

2 < 12.86 GeV2), the SM
prediction agrees with the experimental results for the other q

2 bins, indicating no evidence of
contributions from physics beyond the SM.
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Figure 3: The K0
Sp+µ+µ� invariant mass (upper row), cos qK (middle row), and cos q` (lower

row) distributions for each q
2 range is shown for data, along with the fit projections. The

vertical bars on the data points indicate the statistical uncertainty. The filled areas, dashed
lines, and solid lines represent the signal, background, and total contributions, respectively.

↳ 3D maximum likelihood fit performed to extract AFB and FL    ▶ 
 all consistent with the Standard Model prediction so far
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Table 2: The YS, AFB, and FL values from the fit for each q
2 range. The first uncertainty is

statistical and the second is systematic.

q
2 (GeV2) YS AFB FL

1 – 8.68 22.1 ± 8.1 �0.14+0.32
�0.35 ± 0.17 0.60+0.31

�0.25 ± 0.13
10.09 – 12.86 25.9 ± 6.3 0.09+0.16

�0.11 ± 0.04 0.88+0.10
�0.13 ± 0.05

14.18 – 19 45.1 ± 8.0 0.33+0.11
�0.07 ± 0.05 0.55+0.13

�0.10 ± 0.06
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Figure 4: The cos qK (upper row) and cos q` (lower row) distributions for each q
2 range is shown

for data in the invariant mass region 5.18 < m < 5.38 GeV, along with the fit projections for the
same region. The vertical bars on the data points indicate the statistical uncertainty. The filled
areas, dashed lines, and solid lines represent the signal, background, and total contributions,
respectively.
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Figure 5: The measured values of AFB (left) and FL (right) versus q
2 for B+ ! K⇤+µ+µ� de-

cays are shown with filled squares, centered on the q
2 bin. The statistical (total) uncertainty

is shown by inner (outer) vertical bars. The vertical shaded regions correspond to the regions
dominated by B+ ! K⇤+J/y and B+ ! K⇤+y(2S) decays. The SM predictions and associated
uncertainties are shown by the filled circles and vertical bars, with the points slightly offset
from the center of the q

2 bin for clarity.
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Summary

LHC provides a large phase space and high luminosity for studying heavy-flavour hadrons 

CMS detector had very good tracking and muon-reconstruction capabilities 
providing good sensitivity to a wide range of relevant final states 

Great level of complementarity with other LHC experiments:  LHCb, ALICE, ATLAS 
exploring different kinematic regions, particle-density levels, etc. 

Gradually reaching the level where factorisation approach is challenged 
with universal fragmentation functions not being valid any more 

Many recent measurements limited by statistics 
expecting significant improvements in the future  →  HL-LHC

Many interesting things to study and to look forward in the Heavy-Flavour sector 
for both experimentalists and theorists


