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e Notation used to describe architecture

q Bidirectional communication
Physical system Channel (Request/Response)
)
Component —~ Component Component Component
Pl o B A O B
Unidirectional
commurnication
Channel
______________ -
 Logical system I
I A sands signal to B
| Component B recelves signal |  Component | Component i‘ reads from storage Storage
| A 7] B | A - space
\- - T/ P
=
& g R o L
~ Web ~ z Application
el Server et E Component
User interacts with Web server @
GUln Invokes framwork w
Requestresponse functions
fashicn
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Scope of Scope of
MACS Work Package
\
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Supervisory Control System

Accelerator
Control System

Building Medical
Automation Software
System Systems
Access Control Safety
System Management
System
Radiation
Monitoring
System
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3 + 1 Tier Architecture

/Control System Work Package \ ) )
Graphical user interfaces

Presentation tier (1) Remote operation

Configuration for devices
Processing tier (2) Supervisory state machines

I Data logging, SCADA
Protocols and data format
Equipment tier (3) adapters, fan-out and data
concentration, timing, SADS

A

~ Front-end adaptation and

Common work
e I |can framework layer
Frontend tier T4)"
Control logic and closed
Subsystem Work Package -t
\ Subsy 8 / Real-time control loops
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Electronics . Virtual
Working Set
Component Definitions Accelerator
Definitions Definitions
Software
Accelerator Component Rooms .
Component Definitions Relations among
L Components
Definitions
Graphical User Interfaces & Data Import/Export Interfaces
Component
Component )
Setpoint Connection
etpoints Data Model Views Protocols
Data Model Access Controller -
Associations
Component
Commands Components and
Data Model User Interfaces
Component Manufacturing
Events DBMS Data
Accelerator
Component
. Component
Monitorables )
Optics
Geographical
Waveforms Component
Layouts
Alarm Accelerator
Thresholds Main Timing Data Archiving Cycle Definitions
Sequences Specifications
Definition of .
Alarm Conditions Device Asset Tracking
g Reports
Permissions
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. accelerator or assemblies of physical
elements are

 Each component has
* Unique identifier
* Name
* Properties
* Ownership at runtime
e State machine
* May react to timing events (cycle dependent operation)
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e Every device in 1 of 4 modes
* Service, Physics, QA, Clinical
e Every device implements all
states and transitions

* Additional, device specific
commands possible in “Op”
state

e State machine implemented
in “software representation”
of device

* Front End Controller (FEC)
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Clear or Modify
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Ready Enable —:| Op
Quiesce
J

Clear or Modify

Reset

'~ Clear Fail
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 Working Set is a defined
e Can be controlled as a “single virtual device”
* Can be assigned a “single set of configuration parameters”

Implement the same ( Working Limited to 1 layer
State-machine \ [ Set
\ -
Device \
Software
Component

Device
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* Devices (hardware and software) limit themselves to provide
information that can be processed by SCS to generate alarms

* Alarms are defined in PVSS based on numeric quantities and
Boolean expressions

* “Failed” and “Fault” states for each device
* Device must stop working (fail-silent behaviour)
* Possibility to recover from “Failed” via operator intervention
e Alarm raised by SCS in either case that must be acknowledged

* Error during processing a command is notified to SCS

* Not a failure! Alarm can be defined by operator at SCS level is needed

* QoS indicator for each “software” service
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* Process of tracking changes in execution of a program

* Rely on standard protocol, data format and tools
* Log4Net tool, Log4) protocol, all logs end up in PVSS

Equipment Tier Processing Tier Presentation Tier

FECOS
Component

O

ProShell
Component

@)

Log »O— SCADA o~ o
Collector Tool U Visualization

Other
Component

@)

v

Log Files
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* Automated process of continuously collecting and archiving
process measurements on a timely basis.

e (O(3000) values collected at average frequency of O(1) Hz.
e Carried out by PVSS SCADA tool

* For each data item conditions can be specified that determine
when the value is collected or archived.

e Limited transformations (e.g. unit conversion) may be applied
to the gathered values in order to record a set of derived data
values.

* Archiving can be configured for each data item independent
of the time when it is collected

* tradeoff between storage space efficiency and measurement accuracy
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Equipment Tier Processing Tier
|
FECOS O Alarms
Component S
— Field data Archive
ProShell ~ SCADA p
Component S Tool
|
Other
Component 1O
1 |
A
R
Repository
Management
System
A
Configurationj
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Beam Generation Process

Generate beams
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* Accelerator is split into logical machine subsystems (LMS)
* Sources
* LEBT
* Linac
* MEBT
* Main Ring
* Extraction Line
* Individual irradiation lines

. comprises at least
1 LMS working set

e VAccworksona“ ” basis
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* Accelerator cycle
during a period of time by specifying a

* What (parameters)
* When (timing)

* Generation of cycle causes activation of pre-defined actions at
pre-defined, cycle-dependent times in front-end software
components that control the physical elements that constitute
the accelerator.

* At each pointin time, a single cycle is active per VAcc
A defined cycle can be played over a “VAcc”.
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* |on type

e Source type (optional, allows binding of cycle to source)
* Target room of beam (optional, for clinical mode)

* Energy

* Beam dimension

* |ntensity

e Spill length

PR-100616-b-IJGU, June 24th, 2010 J. Gutleber
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to which configuration parameters can be
associated for each front end controller

Bit | Size [ Name Description
0-15 16 | Energy n x 0,1 MeV from 0 to 800 MeV (8000 steps)
16-18 3 | Particle species | 0 unused, p, C and space for other light ions. 7 in total
19-21 3 | Source number | 0 means unbound, 7 sources if indication needed
22-24 3 | Degrader 0: 0%, 1: 10%, 2: 20%, 3: 50% (3 values)
25-28 4 | Spill length 0,1,0,2;0,5;1, 2,3,4,5,6, 7,10 sec (11 values)
29-31 3 | Beam line 0 means unbound, up to 7 if indication needed
32-35 4 | Beam x size Size in mm from 1 to 10
36-39 4| Beamy size Size in mm from 1 to 10
40-41 2 | Mode 0: service, 1: physics, 2: QA, 3: clinical
42-43 2 | Code format 0: current version, others for future format changes
44-47 4 | Minor version Intermediary versions for MD, modes O (S) and 1 (P).
48-63 16 | Major version Version indicates which settings to use for this cycle
MSB LsB
N Y Y N e Y N Y N Y S A B S Y e Y BN A R EA R R EA R R B A
Beam line | Spill length | Degrader | Source Particle Energy 0
Major Version Minor Ver. Fmt | Mode Y size X size 4
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* Arecord of information updated throughout the entire

lifetime of the facility
 Unambiguously

e.g. occurrence of a command, acquired data, alarms and errors

e Consists of a run number and a cycle number

Cycle n

/—J%

\

Start Run Start Cycle

N ey

Stop Cycle

Cycle n+1

/—J%

Start Cycle Stop Cycle

—— -

T |

action action

uTC Run number,
timestamp  Cycle number,
UTC timestamp
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* Virtual accelerator (VAcc) is a collection of working sets (LMS)

. (beam generation)

* Freely definable using RMS

* Non-overlapping VAccs can be active concurrently
* If VAccs overlap, only 1 VAcc active at that time
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allocate activate
Inactive Pending Allocated Active

release

deactivate
Finished

 BDCS allocates a Vacc from Virtual Accelerator Allocator (VAA)

* If VAcc overlaps becomes “pending”
* If “allocated”, resources are owned by requestor
* If “active” VAcc is ready for beam generation

* Beam interception devices and safety elements are “armed”

* |f VAcc is released/deactivated, “pending” gets allocated
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MACS
R R
% PRVS —QO— BDCS O
A
R
Beam VAA
% Generator
Procedure Rp
Soft
BDCS O
Beam R
% Generator |—O)
Procedure
. SCADA Tool
B \4 qs
BDCS e
O— VAA
i Q.
MTS
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Blueprint of
Supervisory and
Accelerator
Control System
Components
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Network Organization

. N
<—

l
GPN ; TN

» SCS/ACS devices in physically separate technical network (TN)

* Applies also to control room equipment

* General purpose network for office IT and private computers
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General purpose network (GPN) Technical Network (TN)

I
I
I
Server Push status '
and :
Stats field data
Application with |« |
User interface :
I
| Push status
I and
Status | field data Publisher Push status SCADA
Messagey Subscriber Tool
Generatot
|
Client
Status Push field data B-Train
% Application with |« Application
User interface PP

|
|
|
|
|
|
|
Server :
|
1

* Current status of operation and near real-time update of cycle
on various displays in the facility

* Available in techn. network and general purpose network
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— — — — — — — — — — — — — — — — — — — — — —

7
Repository | ' .
Management _O_I_ Configuration User Interface Control Redundancy ProShell
System

)
I
Manager Manager Manager Manager | Manager
I
|
I

I

| 0O 5 )
| ?(( ~

| |
| Online Database Event O Archive Archive
| Database Manager Manager Manager Database
I

I

I

I

|

<>

Driver

SCADA Tool

——————————————————————'

* PVSS to be configured from RMS database
e Keeps state of entire system
* Single point of entry to interact with all subsystems
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e Data structures that abstract from physical devices (DP)

e PVSS interacts with devices by reading and writing to
elements (DPE) of data structures that represent those
devices.

* Data point type (DPT) defines the structure of DP and contains
a set of hierarchically ordered DPEs.

e (Can be of a simple type (e.g. string or integer) or a complex type (e.g.
static or dynamic lists of integers).

* Every subsystem or component is represented as a datapoint
in the system

* All interaction with components/subsystems goes through
the datapoints to maintain consistency and operation safety

PR-100616-b-IJGU, June 24th, 2010 6 J. Gutleber
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Supervisory panels P
to control entire Navigator R RIS
subsystems 5 Superisony = o o
Virtual Instrument Panel o + o
panels —
* Communication Desktop computer 0 e Q orc
via PVSS Navigator ) Frontend computer
datapoints "> — S
e Communication Ao o o 7 FECOS
via NI SV wsu%?éi.nm

Shared Variables
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>0 |

Signal and
destination
selector

Oscilloscope
display

R

>0 |

Video source
and destination
selector

L

Video
display

R}

SADS
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Signal
source

Video
source

Signal
source

* Connect analogue signal sources to devices acting as sampling

scopes display it on operator screens.

e Select video sources and tell on which screen to show them.

* Acts as MD, analysis tool not as primary operation display

* Requirements to be captured by October 2010
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MTS
Timing event Signal
(7
¢ Source 1
SADS
Processing |« :
Element
SADS
RF
Switching
Matrix
Disk
ﬁi —( )— GUI 1 —{ }— :
R Signal
Switch Source 100
—( )— GUI 2 —( )— () —
% Controller
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* Functionality
* Implement
 Framework written in-house in C#

* Procedures to be written by “experts” in C#
* Training and documentation to be provided by WP CO.
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30



ebg MedAustron

ProShell
Commands
R)
P Component O SCADA O Sé:v'zgf
4 O Facade Proxy
Commands Manager

Procedure

Specific —O— Procedure
GUI
A A

«R Publisher/ Publisher/
Loi Dispatcher <—O<— Subscriber O— Subscriber

Events Proxy
Events
Proshell Rr:
Management @;
GUI
Load, run, stop
rocedure
: Procedure
Loader and Repository ' .
; Configuration
Registr .
gistry Proxy Repository
Load procedures
Procedure Storage
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Tier 2 i Tier 3 i Tier 4

i i

——-O— |
| Technical |
| Network |
: Slow Control 8 ) - : P

| FE FED Devi

: ﬁ Indtsérial : —" eviee
' fieldbus | Analogue
' | and

_I_Oil ' Digital
I Technical : 10
: Network :
| Fast Control |

* WP CO provides LV-RT programming framework ( )

* FEC software components provided by WP CO for individual
work packages on case-by-case basis (by default in WP)

* FEC can be operated standalone or via Working Set/VAcc
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 FECis building
block at T3

e Defined
interfaces to T2

e State machine
and slow
control via OPC

* Direct data
access via NI
Shared Variable
engine and
DIM

* BLOBsvia HTTP
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L

: Tier 3
OPC
OPC
SCADA Tool —(O— Server
|
NI SV Shared SV
Measurement ——(——  Variable |—O—
Studio Engine
FEC
|
ProShell DIM O
!
HTTP
Web O
Server

33
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. in each subsystem ( )
* Precision of ordinary timing events O (1 psec)
* Synchronization of 2 receivers O(50 nsec), local solution
* Non real-time events distributed via DIM (Ethernet, TN)
* Reference clock O(10 MHz) foreseen
* Provision O(10 Hz) stability pulse that can be picked on demand

* Broadcasts events
* Occurrences in time that are assigned a logical name
e E.g.start injection, start acceleration, start extraction, etc.
* Seqguences are statically defined for individual cycles
. comprises
* Record of settings ( )
e Seguence of timing events ( )
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Start BF Trapping-»150.14

| FF Linac Stop->140.14
Start Cycle->0 ¢ RF Linac Start->140.04 Stop Soraping-» 239,59

Start Acceleration-»243.59 :
Start Hysteresis Cycle->1767.538

0.9 - Start Scraping-»178.59

Stop AF Trapping-»178.59
Flat Top->707.533 Sextupole Up-» 767,538

Irjection Bumber Start>140
AISENON BUMTET =Tl Start Sestupole> 737.538

Flat Bottgrm-»1 -ilD Start Extraction-» 7E7.538

Generation of events is dynami
since the BDCS decides, whichj
cycle to generate next.

4
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Reference clock
AR S T o MTG
i i i Fanout
| i ? | |
) i | J
MTR MTR MTR MTR MTR MTR MTR MTR

J VR

. . Quad.- Sext.- Betatron Orbit Fast
SRC RFQ/IH RFC flekers Reces poles poles Core Correctors| | Deflector BDI
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Reference
] Clock
Technical
Network é
Main Timing System Technical Network Subsystem (Non-RT)
. L 7\ Gateway to .

Beam Delivery R Main Timing U . O Physical
Control System _O Generator T,\?::;;EI device

Subsystem (RT) or TiBx

3)
Technical
> ProShell Network
Framework

Gateway to
Technical
Network Physical
device
or TiBx

Main Timing Main Timing software
Transmitters >C> ™ Receiver _C)_>

Timing Broadcast Network

* Event broadcast sequencer (Main Timing Generator)
. event broadcast
. for scope trigger signal reception
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Delay in nsec range

Event Main Timing Receiver J—:_l_
| ' Injection
| | | Delay 1 ' ' » Bumper
- L PCO
Event
>O > Receiver : |
Timing | Fast
Broadcast Delay 2 > Deflector
PCO
Network Optical or electrical trigger link

* Precision of MTS events 1 usec

* For higher-precision, local solution based on programming the
timing receiver board (MTR) possible
* Dynamic reconfiguration not foreseen

* OQutput can be simple optical or electrical signals

e Precision of O(nsecs) can be achieved

PR-100616-b-IJGU, June 24th, 2010 J. Gutleber
39



ebg MedAustron

Responsibility of WP:CO Responsibility of WP:PCO
r N N
100 MBit/s
) optical
Ethernet (non-realtime) (1?'(:)-1)
and A
Optical (realtime)
Optical trigger LEMO trigger
PCO FEC [ Slow control
— ~N
PCC »O—>{ rco
cPU _O_ _O_ Component | FED PCO

Fast control .
Setpoint

sequence
driven

(—>% (MR, BDS)
- O—

—

_O_ PCC
Component |¢

- _O_ J

o ¢

PXI backplane

MTR PCO

5
il

H Optical trigger LEMO trigger
MTS >
a PCO FEC [ N
[ ;O > Slow control
pPCC > PCO O
MTR _O_ ° _O_ Component |« FED PCO
&
g :
I : PCO .
2 FED —O— PCO Setpoint
é pCC Driven
CPU _O_ _O_ Component E\I/I_EE‘TF
- H H HEBT)
PCO
FED —()— PCO
J
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Responsibility of WP:CO Responsibility of WP:PCO
AN AN
r N N\
Slow control, serial
O
A\
FEC —0O— FED y PCO
Custom A S
Optical Analogge \%
fink ——(—— Regulation |[¢———
Memory Board |
(—
bus
Slow control, serial
O
\J
HEC c ~ED Digital values PCO
Custom A A >
Optical ( ) Digital values ( )
link R (v
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I I
Tier2 | Tier 3 I Tier4
- : - > : >
I I
I I
I I
Flow |
Indicator B
PLC
——(O— 10 Magnet
Fieldbus Processor
P Temperature
Switch b
R
scAabA | —(O— PLC
ot
D Indicator A
PLC
—(O— 10 Magnet
Fieldbus Processor
Temperature |
: : A Switch
I I
I I

* Only Boolean values
 Will be implemented reading out Beam Interlock System (BIS)
e Saving on cabling via Profinet instead of point-to-point
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SCADA
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* Flow and Temperature via BIS

' [
Tier2 | Tier 3 | Tier4
' |
' |
: : Flow
Meter
X PLC
—0O— PLC —()— 10 Magnet
Technical Fieldbus Processor
Network Temperature
Sensor
Tier 4
Flow
< Meter
R> Magnet
—O— Cooling |, Temperature Magnet
Technical System Sensor
Network
Valve
Motor
R Frontend
——(0O—— Positioning
) System
Technical —
Network Position
B Detector

* Cooling and positionning subject to analysis (summer student)
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< Tier 3 i Tier 4 >
VA FED Fieldbus |
FECOS and Crate —
Provided by WP CO, ~ | | o™ O FOH contgter \O— vac O cauge
Mounted in same rack
As FEDs ™ 7 :
: () E Gauge
Component programmed

By WP VAC | v —O— o

FED

PXI backplane

FED provided by WP VAC,
serial RS422/RS485 interfaces, —
digital 10 interfaces

/

\

Pump

O VAC Valve
Controller

‘ Digital 10
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Existing LV software
from supplier to be re-
engineered

CWO to Cosylab for
provision of FECOS
based component

Beam diagnostics
integrated into overall

BDI system by BDI
programmer

Provision of MTS
events foreseen
* BDI, pulsed operation

Tier 3

ebg MedAustron

Tier 4

\ 4

A

SRC FEC

CPU

MTR

Gas
Injection

O

Extraction
Controller

PXI backplane

Plasma
Generation

Cooling
Controller

Vacuum
Controller

SRC BDI FEC

MTR

Q

CPU

Q

SRC BDI
Component

Pump
Fieldbus ( ;
O FED O Valves
1 Gauge
O— w
Microwave
: generator
O— rfep  —QO— Microwave
amplifier
1 Microwave
tuner
O— chiller
Pump
Fieldbu ( ;
O FED O Valves
1 Gauge
Analogue and Digital 1O
> BDI
Devices

| PXIbackplane |
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BDI FEC —

SCADA
Event —O— CPU _O_ %

Manager

R

~ Local

\J Storage
Local debug GUI

—(O— MR HOA

TN

BDI
Monitor
Controller

L 1T——A BDI
| -1 Monitor

FECOS

PXI backplane

Publisher/
Subscriber

BDI FEC

_O_

TN

WP BDI programmer works with FECOS provided by WP CO

* Standalone operation possible for each FEC
e @GUI: ProShell and PVSS with Measurement Studio plugins
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* Primary means of communication with front-end:
* Transport: Ethernet + TCP/IP, RS 232/422/485, digital I/O for interlocks
* Protocols: OPC (+ NI SV) + DIM (+ HTTP)
* Data contents:
* PLCs: Siemens, S7 protocol over Ethernet preferred

e SCADA + GUIs: PVSS Il + Measurement Studio
e Platform for Frontend:

* PXIl crates and crate controllers, FlexRIO FPGAs
* LV-RT operating system
* Platform for T2,T3:
* Rack-mounted server PCs
e Virtualized MS Windows XP (upgrade to 7 for deployment)
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Virtual Machines

CENTRALIZED
VIRTUAL DESKTOPS

vMeasurement
. . Studi
> Presentation tier ’ Hew et
o g
(PVSST 8§39 g ¢
Ethernet, TCP/IP I PVSS, SRDP v E——— o
ORACLE Rack mounted
Ethernet, Processing tier PC (PCle)
NI SV (5) vmware =
Ethernet, TCP/IP I OPC, DIM, HTTP EJ/
Inhouse C#
Equipment tier SIEMENS
W7 NATIONAL
Ethernet, TCP/IPI IOPC, DIM, MRF for timing p¥ INSTRUMENTS
8B10B custom for setpoint sequences |
Recommendations for ﬂ LabVIEW ™
RS 232/422/485 Frontend tier ——
Digital IO
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