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50 Gbytes of data per 
day (Gaia)
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100 PB

1 PB

1 TB
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Moore’s law: Computer processing power would double every 18 
months

Kryder’s law: Disk capacity would double every 13 months

Nielsen’s law: Network bandwidth would double every 21 months
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Science Ground Segment (SGS) OGS 

Space Segment 
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Launched on 19.12.2013

Objective: to make the 
largest, most precise 3D 
map of our galaxy by 
surveying more than 1000 
million stars

160 TB raw TM -> 1.5 PB 
science products
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DPCE

DPCI DPCG

DPCB DPCT

DPCC

• Between 250 GB and 450 GB transferred every 
day

• Aspera (IBM) is the software used for data 
transfers

• Very efficient: UDP with fault tolerance, near-
zero latency, can use all available bandwidth if 
needed
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• Data transfer software common 
for all DPCs

• Each DPC can use their own 
storage systems, DBs and 
compute clusters. Data produced 
has to be consistent with MDB 
data model

• Daily processing + cyclic 
processing
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IDTFL - Initial Data Treatment / First Look | AGIS - Astrometric Global Iterative Solution

ESAC
• DBMS - Intersystems Cache

• Main driver – Performance (store tens of thousands of Java objects per second)

• IT storage – DB servers SSD local disks + network storage based on spinning disks with 
SSD cache (NetApp)

• Capacity – MainDB currently 775 TB. It stores metadata. Data is stored in NAS

IDTFL
DB

Main
DB

AGIS
DB

DPCI DPCB DPCC DPCT DPCG

Oracle Hadoop PostgreSQLHadoop Oracle

8 Mbps

50 GB/day 250 GB/day
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• DBMS – PostgreSQL

• Main driver for the DB – performance

• PostgreSQL has specific functions for 
Astronomy

• Current size of the science archive –
tens of TBs
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Launch date:
July – December 2022

Objective: to study the 
geometry and the nature of 
the dark universe

1010 galaxies will be observed

200 TB raw TM
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10 PB Science Archive

10 – 100 PB images of ground based 
observatories

The mission could generate 26 PB per 
year
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• Around 900 GB will be 
transferred every day from 
SOC to SDCs

• DSS (http) is the software 
that will be used for data 
transfers

• Minimisation of data transfers

OUs: 
Pipeline 
algorithms 
specification & 
validation

SDCs: 
Pipeline SW 
development & 
data processing
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Data Processing System
(EAS-DPS) 

Science Archive System
(EAS-SAS)

Distributed Storage System
(EAS-DSS) 

Data files 
storage

Computing
facilities

SDC-US

Data files 
storage

Computing
facilities

SDC-FR

Data files 
storage

Computing
facilities

SDC-ES

Data files 
storage

Computing
facilities

SDC-NL

Data files 
storage

Computing
facilities

SDC-DE

Data files 
storage

Computing
facilities

SDC-UK

Data files 
storage

Computing
facilities

SDC-IT

Data files 
storage

Computing
facilities

SDC-CH

Data files 
storage

Computing
facilities

SDC-FI

A.N. Belikov et al.

Euclid Archive System – EAS

Distributed data sets across SDCs and 
centralized metadata (ESAC)

Registers any operation with data

Stores dependencies of data products

Keeps information on each stage of 
the processing

DPS
Supports the data processing activities

SAS
Supports data releases and long-term 
data preservation

DSS
Used to store data files
File location in metadata provides a 
“global filesystem”
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Data Processing System
(EAS-DPS) 

Science Archive System
(EAS-SAS)

Distributed Storage System

SDC n

Infrastructure
Abstraction

Layer

DSS server

Storage node 
interface

File System

Allows the data 
processing
software to run on
any SDC 
independently of 
the underlying IT 
infrastructure

Filesystems can be 
specific per SDC, 
e.g. GPFS, Ceph, 
BeeGFS, etc

Large number of 
small files and 
small IO patterns
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Mark S. Holliman

Parallel filesystems for the 
pipelines in order to 
minimize data moves

Spinning disks + SSDs for
cache

Ethernet, in some cases 
infiniband

Slurm as job scheduler for
most of the clusters

Singularity as the 
container technology
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DBMS – PostgreSQL 

Main driver for the DB – several reasons: good performance, astronomical functions, big 
community behind … 

Moving towards Greenplum for the Euclid catalogue in order to achieve the needed performance 
and scalability

Estimated final size of the science archive – 10 PB (by 2030)



ESA UNCLASSIFIED - For Official Use

datalabs.esa.int

Vicente Navarro
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Persistent Area

Persistent Shared Area

Volatile Area

Data Collections

Gaia data release+

Read-write access

Read-only access
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