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Workshop Days

Saturday 25t and Sunday 26t"
Several workshop on different ML topics.

My choices:

Fraud detection with unsupervised learning
Adding interpretability to ML models
Tensorflow 2.0 basics



Conference Days

Monday 27t , Tuesday 28" and Wednesday 29t

Different talk in many ML fields:
e Al and Physics
* Al and Pharma
e Al and Industry
e Al and Aviation
e Al and Nutrition
* And many others



Automatic Classification of Pressure Readings Using Machine Learning

F. Giordano**Z, P. Arpaia?, R. Prevete?, B. Salvant*

*: CERN - European Organization for Nuclear Research
2: Universita degli studi di Napoli Federico Il

Abstract

Temperature probes are installed on some critical devices to detect hesting, but farge portions of the Large Hadron Colider (LHC) machine were left withaut such temperature monitoring. On the
ather hand, vacuum monitoring Is much denser and systematic than temperature monitoring and the behaviour of pressure readings could indicate that there is something heating up in ther
vicinity. Due to their large number, it is important to dassify these vacuum readings in order to focus further analysis on those exhibiting behaviours that miry indicate besting. Due 1o the
prevalence of notse and the dwersity of the behaviour, analytical techniques do not achiewe high accuracies. To overcome the imits of the analytical algorithms several machine learning madels
have been trained and tested reaching better performance both In precision and recall scores.
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Target: identify possible heating from
pressure reading using machine learning
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Brief recap: PCA

Each reading is on 3000 points, this creates a dataset of 700 examples x 3000 features.
More features than examples leads to 2 possible solutions:

* Add more examples 2 extremely time demanding.

* Reduce the number of features = information loss.
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The plot of the first 3 components indicates a correlation between the third component of the PCA and the heating examples.
First 12 component selected (Variance explained = 0.99).



Brief recap: KNN and MLP Classifiers

 Both a KNN classifier and a MLP classifier have been trained and tested and their
performance have been compared.

* For both of them the training has been performed with a 4-fold cross-validation
(stratified).

e GridSearch has been used for KNN and RandomizedSearch for MLP.

* The appropriate value of K has been chosen for the KNN to avoid overfitting.

* For the MLP overfitting has been avoided with early stopping.

* For the hidden layers ‘tanh’ activation has been used. For the output ‘sigmoid’ activation
has been used.



Brief recap: Results
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Best results with MLP (set #1):

(1 hidden layer, 88 neurons)

Recall: 0.86 + 0.1
Precision: 0.58 + 0.04
Fl-score: 0.70 + 0.10
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Conclusions

* KNN has a very high precision score.

 MLP performs better in recall score thus results to be the best
model for the target.

Frequently asked questions:

* (Can we arrange a visit at CERN?
* Have you ever seen the tunnel?
e ...and of course a lot of useful suggestion to improve the classification of

pressure readings



THANKS!



