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INTRODUCTION TO THE IPU
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OUR IPU LETS INNOVATORS CREATE THE NEXT BREAKTHROUGHS IN MACHINE INTELLIGENCE



Wired – “How might we build machine learning systems 
that function more like a brain? ”

Geoff Hinton – “I think we need to move towards a 
different type of computer. Fortunately I have one here…” 
Hinton reaches into his wallet and pulls out a large, shiny 
silicon chip: 

an IPU processor from Graphcore 3
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A DELIBERATELY DIFFERENT TECHNOLOGY
• 2 key differentiators: memory access speed and parallelism

• Orders of magnitude more parallelism due to MIMD architecture (multiple instruction, 
multiple data): thousands of independent, programmable cores

• 30x the memory bandwidth of GPU due to enormous amount of memory on the chip

• Disaggregated approach that allows users to configure AI compute to CPU ratio to optimise 
performance while also maximising power and space available in data centre
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PARALLELISM & MEMORY ACCESS

Memory
Access

Model and Data spread across off-chip 
and small on-chip cache and shared mem.

Model & Data in tightly coupled 
large locally distributed SRAM

Parallelism
SIMD/SIMT architecture. 
Suitable for large blocks 

of dense contiguous data

Massively parallel MIMD.
High performance/efficiency as ML 

trends to sparsity & small kernels

Suitable for 
scalar processes

CPU GPU IPU

Off-chip 
memory

Processor

Memory



COLOSSUS MK2 IPU

59.4Bn transistors, TSMC 7nm @ 823mm2

250TFlops AI-Float | 900MB In-Processor-MemoryTM

1472 independent processor cores

8832 separate parallel threads

>8x step-up in system performance vs Mk1

COMPUTE

GC200  IPU

THE WORLD'S MOST COMPLEX PROCESSOR
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GRAPHCORE CONFIDENTIAL 77

GC200 IPU PROCESSOR
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NEXT GEN AI SOLUTIONS 

SoftwareHardware

IPU processors 
designed for AI

Poplar® software stack & 
development tools

M2000 and Server
IPU-POD64 scale-out

Platforms



IPU-MACHINE
IPU-M2000
1 PetaFlop IPU compute
2.8Tbps IPU-Fabric™

DATACOMPUTE

+
COMMUNICATIONS

+
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x4 x4 x4 x1024

GC200 IPU-POD4

4 IPUs
1 PetaFlop

IPU-POD64

64 IPUs
16 PetaFlop

16x IPU-M2000

IPU-POD16

16 IPUs
4 PetaFlop

4x IPU-M2000

IPU-POD64k

64k IPUs
16 ExaFlop

<7.4 PB

IPU-POD16 Direct Attach

MAXIMISING ROI ON INNOVATION
M2000 – a building block for next gen data centers



THE IPU LETS INNOVATORS CREATE THE 
NEXT GENERATION OF MACHINE INTELLIGENCE
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ResNet50 POPLARTM compute graph 



12

Sparse or fine-grain    leverages the unique architecture

Sequential   leverages the fast in-processor memory

Nontrivial   leverages the available parallelism

Hard to vectorise   but possible to parallelise

Not bottlenecked by host   compute or external I/O

Nontrivial

WORKLOAD EXAMPLES GUIDE

Sequential

Sparse or fine-grain

Hard to vectorise

Not bottlenecked by host

Compute intensive benefits from significant amount of compute



POPLARTM COMPUTE GRAPH VISUALISATION 

SOFTWARE
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POPLARTM

PopART

PopLibs
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POPLAR-SDK

1,000’s of IPUs
+ compiled communications

1 2 3

Poplar
compute 

graph

DATACOMPUTE

+
COMMUNICATIONS

+



POPLAR EASE OF USE

IPU-Processor
Platforms

IPU Servers 
and System

POPLAR®
Graph Toolchain

XLA PopART

USE YOUR 
EXISTING 

KNOWLEDGE 
MODELS



IPU Performance
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ACADEMIC & RESEARCH ENGAGEMENTS



IPU ACCELERATION FOR COSMOLOGY APPLICATIONS

https://www.graphcore.ai/resources/research-papers

This paper represents the first investigation of the suitability and performance of 
Graphcore Intelligence Processing Units (IPUs) for deep learning applications in 
cosmology”……”on three cosmological use cases: a classical deep neural network 
and a Bayesian neural network (BNN) for galaxy shape estimation, and a generative 
network for galaxy images production.”

The results show that IPUs can accelerate various cosmology applications, 
outperforming GPUs in some cases by as much as 4x faster time to train”
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IPUs in Research

UNIVERSITY OF BRISTOL TACKLES 
CHALLENGES IN PARTICLE PHYSICS 
WITH GRAPHCORE’S IPU

https://www.graphcore.ai/resources/research-papers



20

IPUs in Research

UNIVERSITY OF BRISTOL SOLVES 
SCIENTIFIC PROBLEMS WITH NEW 
IPU-BASED AI SYSTEMS

REVISITING SMALL BATCH TRAINING 
FOR DEEP NEURAL NETWORKS

https://www.graphcore.ai/resources/research-papers
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RESEARCH PRIORITIES:

• Optimisation of Stochastic Learning
• New Efficient Models for Deep Learning & Graph Networks
• Sparse Training
• New Directions for Parallel Training
• Local Parallelism
• Multi-Model Training
• Conditional Sparse Computation

Test IPU hardware in 
the cloud at no-cost

Support letters for 
grants & funding

Access to Poplar® & 
PopART® software

Support from 
Graphcore Researchers

GRAPHCORE ACADEMIC PROGRAMME Apply at: 
graphcore.ai/academic



IPU BENEFITS

Improving ML model performance 

Better performance per dollar 

Ability to innovate with new models, 
previously not feasible on legacy 
architectures

Easy integration with major ML 
frameworks like TF and Pytorch

Disaggregated, modular architecture 
that allows for more flexible scale 
out solutions



WE HAVE DEVELOPED A NEW KIND OF HARDWARE 
THAT WILL LET INNOVATORS CREATE THE 
NEXT GENERATION OF MACHINE INTELLIGENCE
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ResNet50 POPLARTM compute graph 
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THANK YOU


