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Main Points

. Size of the on-line disk is finite.

. The budget is finite and not keeping up with the rate of
demand.

Access pattern of Datadisk files during 06/01/2019-09/01/2019.

Different QoS and Cost

Data population 06/01/2019- Data Population 06/01/2019-09/01/2019(volume Performance Cost Per TB

09/01/2019(number of files percentage) percentage) Availability
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Multi Layer Storage
Cost vs Performance

Different QoS and Cost
Performance Cost Per TB

Availability
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Things Done So Far at BNL

* BNL has setup one SE and one PANDA queue to test MAS concepts under the ATLAS workflow.
+ SE: BNLLAKE_DATADISK DATALAKES under BNL production dCache
«  PANDA QUEUE: BNL_LAKE UCORE
* BNL Test dCache
» Testing the functionality of QoS in the new version
*  BNL Production dCache
* Allocate large read pools BNLLAKE_DATADISK_DATALAKES area backed by HPSS
* ldentify the unused data in DATADISK
« Transfer of identified data to BNLLAKE via RUCIO
* Removal of transferred datasets from BNL DATADISK via RUCIO
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BNL dCache Hardware Setup
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Mechanics of MAS

« Modify the dCache internal tables (SRM space file) to

store the additional info because it only contains the
dcache interal ID (CHIMERID)

* PFN: reconstruct from name space by CHIMERAID
« Access Time: obtained from the dCache billing database.
« Dataset Name: obtained from RURICO catalog

Select datasets with the number of files larger than N bytes
and not access more than M days except LOG and USER
datasets.

NOTE: Not all files in the datasets are large than N bytes
and not all files are non-accessed in more than M days

RUCIO “move” command to transfer DATADISK to LAKE
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Analysis of the data transfers

* AS of Feb 27 2020 * AS of Feb 27 2020

+ total: 68M files, 18.5PB + total: 68M files, 18.5PB

* Cut by size of files * Cut by non-accessed days

* not accessed 100 days: 55M files, 5.5PB

+ Note; amount to be transferred is the 5.5PB — shown size * not accessed 130 days: 53M files, 4.8PB

* not accessed 120 days: 54M files, 5.0PB
* not accessed 110 days: 55M files, 5.3PB
* not accessed 100 days: 55M files, 5.5PB
* not accessed 90 days: 56M files, 5.8PB
* not accessed 80 days: 57M files, 6.2PB
* not accessed 70 days: 58M files, 6.8PB
* not accessed 60 days: 58M files, 6.8PB

* not access 100 days and less than 100MB, 51.3M files, 0.73PB
* not access 100 days and less than 200MB, 52.3M files, 0.87PB
. not access 100 days and less than 300MB, 52.8M files, 1.0PB

. not access 100 days and less than 400MB, 53.3M files, 1.2PB

* not access 100 days and less than 500MB, 53.6M files, 1.3PB

* not access 100 days and less than 1000MB, 54.1M files, 1.7PB
. not access 100 days and less than 1500MB, 54.6M files, 2.3PB
. not access 100 days and less than 2000MB, 54.9M files, 2.6PB
* not access 100 days and less than 3000MB, 55.0M files, 3.1PB
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Data movement from DATADISK to
LAKE

@ ATLAS > Multilayer Automated Storage -~ e B #» < (2020-03-02 14:05:58 t0 2020-03-1612:0539 v » Q < ~

Accessed size (bytes) per 30 minutes

20.0Tri
2020-03-03 13:30:00

17.5Tri USATLAS.dCache.Lake.Write.Size: 0
15.0 Tri

12.5Tri

10.0 Tri

GB per 30 minutes

7.5Tri

50Tri

2.5Tri
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USATLAS.dCache.Lake.Write.Size
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DDM Monitor

Over 2PB of the data being transferred

@ Production » DDM Transfers (Historical data) - (ng < ©2020-03-01 00:00:00 to 2020-03-16 23:59:59 >y >»Q | Z -
Dstsite All = Dst endpoint BNLLAKE_DATADISK_DATALAKES ~ Dsttoken All ~ Include endpoints Exclude endpoints none
Transfer Volume © 2020-03-01 00:00:00 to 2020-03-16 23:59:59
700 TB
600 TB
500 TB
400TB
300TB
200 TB
100TB I l l . I I .
3/1 3/2 3/3 3/4 3/5 3/6 3/7 3/8 3/9 3/10 3/11 3/12 3/13 3/14 3/15 3/16
avg total~
- US 171TB  2.740PB
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What happens to DATADISK

@ Production » DDM Site Account]ng - (ag < ©2020-03-01 00:00:00 to 2020-03-1623:59:59 utc ¥ » Q & ~

- oy - oy ————— — e I s ——

Datatype All ~ Datatype grouped  All = Prod step All = Provenance All = Scope All ~ Stream name  All ~ Tombstone  All = Include endpoints

Exclude endpoints none

Volume per tombstone

20 PB
1595...... ....lllll
10PB
5PB
0B
03/01 03/02 03/03 03/04 03/05 03/06 03/07 03/08 03/09 03/10 03/11 03/12 03/13 03/14 03/15 03/16
min max avg current>
primary 1269PB  1530PB  14.33PB  12.69 PB
= secondary 3.03PB 5.54 PB 3.91PB 5.54 PB
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Access to the relocated data

B &% <  (©2020-03-02 14:05:58 to 202!

Access to Lake files
per 30 minutes

@ ATLAS > Multilayer Automated Storage -

2020-03-16 11:30:00
USATLAS.dCache.Lake.Read.Count: 9

USATLAS dCache Lake Read Count

rmance?orgld=18&from=now-7d&tto=now8fullscreen&panelld=2 a»x © @
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@ ATLAS > DCACHE Performance -
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Conclusion

* The data access for files in LAKE is very small.

* The data can be safely transferred without change in
the ATLAS operation.

* RUCIO will immediately fill the DATADISK with the
other data.

« Change in the some rules(?) to reduce pledged
amount in DATADISK?
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