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*from https://support.vidyocloud.com/ 



WebRTC call (permissive NAT)
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from https://support.vidyocloud.com/ 



26 Routers 

16 Gateways

2 Portals (cluster)

96 WebRTC servers

Geo distribution of conference calls participants in a weekKibana: Geo dashboard
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Initial situation
• Servers running different versions of Ubuntu

• Images provided by Vidyo

• A new image usually removes previous customization

• Servers scattered around the world
• Difficulties to manage them e.g. console session

• Vendor doesn’t provide tools to monitor on premise infrastructure (portal)
• system monitoring missing

• No clue about traffic, load on different components, meetings distributions
• 2nd level support is quasi blind (using old drupal dashboard)

• 3rd level support SQL queries against CDR to extract information

• Support cases usually very complex to solve e.g. audio issues, sharing, 
split brain meetings, gathering client logs, server logs,..
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eXtreme monitoring principles for Vidyo

• Avoid nice to have for essential to have

• Reuse infrastructure e.g. logstash load balancer, ES cluster, etc.

• Code as little as possible → the less to debug the better

• Prepare the data so you can get meaningful visualizations → 
nosql document based records (pre-joined)

• Ease maintenance as much as possible
• Use IT central services as much as possible

• Target your audience: service managers and 2nd level 
supporters

• It should be GDPR compliant
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vidyostats

vidyorollup

Vidyo CDR 

database

10 min

https

Every few hours

encrypted

https

Vidyo stats collector architecture

Cluster Repository

vidyorollup https://github.com/CERNCDAIC/aggsvidyo

vidyostats https://github.com/CERNCDAIC/resthttpck

filebeat

Logstash loadbalancer

Kibana: 

online/aggregated 

dashboards

Openstack
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11Kibana: Aggregate dashboard 

Simultaneous connections on the Vidyo platform
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authenticated

Guest

Kibana: Aggregate dashboard 



Kibana: Online stats 

Core components utilization

Core components relation with Vidyo meetings
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finished calls duration stats active users

H.323/SIP calls

client apps in use
routers in use

WebRTC servers

Vidyo conferences vs routers

timeline active users arrival

Kibana: Online stats 
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Metrics monitoring

• Based on telegraf/influxdb/grafana

• Ansible roles for deployment

• Alerts via email & mattermost channel

• Openshift bridge for outside CERN servers

• Monitor important processes from Vidyo e.g. 

gwcc
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telegraf

Metrics collector architecture

ssh

Port: 8080

https at 8080

https

https at 8080

CERN network

Outside CERN network

ssh
Openstack

24 Routers 

16 Gateways

2 Portals (cluster)
17



Internet2 gateway issue - OTG0050828

• US deployed gateway running on VMWare

• No ssh access to the underlying 

hypervisor

• Pretty complicated to debug

• Thanks to metrics monitoring, solved by 

sending a disk instead of a full server
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Other contexts

• E-mail: Exchange or Kopano

• Windows Terminal servers

• IoT
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Let’s do a quick demo!
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Conclusions
• A data driven approach used in both cases

• Almost agnostic of the domain/type of the devices to be 
monitored

• Very flexible design that allows to enrich the apps 
with new functionality/needs

• Pushing maintenance of the infrastructure to IT 
central services as much as possible

• Parts of the architecture being reused by other 
services e.g. Terminal service, Conversion service, 
Email service.
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