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the scale at which the addition of higher-dimension operators could stabilize the SM. Note
that the curves accumulate on the stability/metastability boundary. ⇤NP curves in the
↵s/m

pole

t plane (not shown) are similar.

arbitrary high scale can destabilize the SM my opening up new tunneling directions [17,46,
58, 81–83]. To stabalize the SM, they have to be strong enough to lift the potential from
negative to positive. In Fig. 3 we see that the density of ⇤NP curves increases near the
absolute stability line. This happens because the absolute stability region is necessarily
insensitive to the addition of a positive operator.

7 Mass Corrections

One remaining technical detail is how to handle the fact that the Higgs potential in the
Standard Model is not exactly scale invariant, since there is a finite mass term for the Higgs
field. We saw in Section 3 that with a scale-invariant classical potential, quantum corrections
naturally pick out the scale µ

? where �(µ) is minimal so that the action is dominated by
bounces of a size R

? = 1

µ? . One hopes that because the Higgs mass parameter m ⇠ 102

GeV is much much smaller than µ
?
⇠ 1017 GeV, the corrections to the decay rate from the

mass term will be completely negligible. Although normally classical e↵ects, like the Higgs
mass term, dominate over quantum e↵ects, in this case the quantum scale violation can be
dominant since it scales as an inverse power of ~ (see Eq. (3.35)). Despite this convincing
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Figure 10.4: Fit result and one-standard-deviation (39.35% for the closed contours
and 68% for the others) uncertainties in MH as a function of mt for various inputs,
and the 90% CL region (∆χ2 = 4.605) allowed by all data. αs(MZ) = 0.1187 is
assumed except for the fits including the Z lineshape. The width of the horizontal
dashed (yellow) band is not visible on the scale of the plot.

Removing the kinematic constraint on MH from LHC gives the loop-level determination
from the precision data,

MH = 90+17
−16 GeV , (10.53)

which is 1.9 σ below the value in Table 10.4. The latter is also slightly outside the 90%
central confidence range,

65 GeV < MH < 120 GeV . (10.54)

This is mostly a reflection of the Tevatron determination of MW , which is 1.8 σ higher than
the SM best fit value in Table 10.4. This is illustrated in Fig. 10.4 where one sees that the
precision data together with MH from the LHC prefer that mt is closer to the upper end
of its 1σ allowed range. Conversely, one can remove the direct MW and ΓW constraints
from the fits and use MH = 125.14 ± 0.15 GeV to obtain MW = 80.355 ± 0.004 GeV.
This is 2.0 σ below the world average, MW = 80.379 ± 0.012 GeV.

Finally, one can carry out a fit without including the constraint, mt = 172.74±0.46 GeV,
from the hadron colliders. One obtains mt = 176.4 ± 1.8 GeV, which is 2.0 σ higher
than the direct Tevatron/LHC average. (The indirect prediction is for the MS mass,
m̂t(m̂t) = 166.5±1.7 GeV, which is in the end converted to the pole mass.) The situation
is summarized in Fig. 10.5 showing the 1 σ contours in the MW -mt plane from the direct
and indirect determinations, as well as the combined 90% CL region.
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What is the top quark mass?
➤ There are different definitions for a mass 

➤ Kinematic: reconstructed object fitted to Monte Carlo event 
generators (so-called MC mass) 

➤ Field theoretic: a (renormalized) parameter in the Lagrangian 
density (scheme-dependent) 

➤ Pole (on-shell) mass 

➤  mass 

➤ 1S mass 

➤ MSR mass 

➤ …

MS

3

Direct measurements

Indirect measurements
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Abstract

In this review I give an overview on the conceptual issues involved in

the question how to interpret so-called ‘direct top quark mass mea-

surements’, which are based on the kinematic reconstruction of top

quark decay products at the Large Hadron Collider (LHC). These mea-

surements quote the top mass parameter mMC
t of Monte-Carlo event

generators with current uncertainties of around 0.5GeV. At present

time the problem of finding a rigorous relation between mMC
t and top

mass renormalization schemes defined in field theory is unresolved and

touches perturbative as well as nonperturbative aspects and the limi-

tations of state-of-the-art Monte-Carlo event generators. I review the

status of LHC top mass measurements, illustrate how conceptual lim-

itations enter and explain a controversy that has permeated the com-

munity in the context of the interpretation problem related to mMC
t .

Recent advances in acquiring first principle insights are summarized,

and it is outlined what else has to be understood to fully resolve the is-

sue. For the time being, I give a recommendation how to deal with the

interpretation problem when making top mass dependent theoretical

predictions.
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 but the exact relation remains unknownmMC
t ≈ mpole

t



5See also: Bigi et al. 1994; Beneke, Braun 1994, Beneke 1998, …
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Figure 1: Feynman diagram for the BornW ⇤
! Wbb̄ process (a), and samples of Feynman

diagrams for the virtual contribution (b), for the real-emission contribution (c) and for

W ⇤
! Wbb̄ qq̄ production (d).

function of the final-state kinematics, and define

O⇥(�) = O(�)⇥⇥(�). (3.1)

– 5 –

Ravasio, Nason, Oleari: 1810.10931

The top quark (as a colored particle) has no pole mass 
non-perturbatively

Reflected in perturbation theory as the renormalons 
(in addition to those associated with the asymptotic 
perturbative series of observables)

 ambiguity𝒪(ΛQCD)



The MS mass is not as universal as 
The MS strong coupling

13Jegerlehner, Kalmykov, Kniehl `12
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Indirect measurements of the pole mass

7

Keeping the  ambiguity in mind, we should be able to 

extract  to good accuracies from cross sections

𝒪(ΛQCD)
mpole

t
5

TABLE I: Theoretical predictions for σtt̄ with uncertainties
∆σ due to scale dependence and PDFs at the Tevatron for
mpole

t =175 GeV from different theoretical calculations used
as input to the mass extraction. Note that Refs. [12] and [13]
use the CTEQ6.6 PDF set [20] while Refs. [14], [15], and [16]
use the MSTW08 PDF set [21].

Theoretical prediction σtt̄ (pb) ∆σscale (pb) ∆σPDF (pb)
NLO [12] 6.39 +0.33

−0.70
+0.35
−0.35

NLO+NLL [13] 6.61 +0.26
−0.46

+0.44
−0.34

NLO+NNLL [14] 5.93 +0.18
−0.17

+0.30
−0.22

Approximate NNLO [15] 6.71 +0.28
−0.37

+0.17
−0.12

Approximate NNLO [16] 6.66 +0.11
−0.06

+0.42
−0.35

TABLE II: Values of mpole
t , with their 68% C.L. uncertainties,

extracted for different predictions of σtt̄. The results assume
that mMC

t = m
pole
t (left column). The right column shows

the change ∆m
pole
t between these results if it is assumed that

mMC
t = mMS

t . The combined experimental and theoretical
uncertainties are shown.

Theoretical prediction m
pole
t (GeV) ∆m

pole
t (GeV)

MC mass assumption mMC
t = mpole

t mMC
t = mMS

t

NLO [12] 164.8+5.7
−5.4 −3.0

NLO+NLL [13] 166.5+5.5
−4.8 −2.7

NLO+NNLL [14] 163.0+5.1
−4.6 −3.3

Approximate NNLO [15] 167.5+5.2
−4.7 −2.7

Approximate NNLO [16] 166.7+5.2
−4.5 −2.8

termination of mpole
t are given in Table II. In case (ii)

the cross section predictions use the pole-mass conven-
tion, and the value of mMC

t = mMS
t is converted to mpole

t

using the relationship at the three-loop level [5, 22]:

mpole
t = mMS

t (mMS
t )

[

1 +
4

3

αs(mMS
t )

π
(3)

+ (−1.0414NL + 13.4434)

(

αs(mMS
t )

π

)2

+ (0.6527N2
L − 26.655NL + 190.595)

(

αs(mMS
t )

π

)3
]

,

where αs is the strong coupling in the MS scheme, and
NL = 5 is the number of light quark flavors. The strong
coupling αs(m

pole
t ) is taken at the three-loop level from

Ref. [23]. By iteratively rederiving the MS mass us-

ing Eq. (3) αs(m
pole
t ) is transformed into αs(mMS

t ) lead-
ing to a difference of only 0.1 GeV to the final extrac-
tion of mMS

t . For mpole
t = 173.3 GeV, the MS mass

mMS
t (mMS

t ) is lower by 9.8 GeV. With this change of
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FIG. 1: (Color online) Measured σtt̄ and theoretical
NLO+NNLL [14] and approximate NNLO [15] calculations
of σtt̄ as a function of mpole

t , assuming that mMC
t = mpole

t .
The colored dashed lines represent the uncertainties for the
two theoretical calculations from the choice of the PDF and
the renormalization and factorization scales (added quadrat-
ically). The theoretical calculation of Ref. [16] (not dis-
played) agrees with Ref. [15] within 1% both in mean value
and uncertainty. The point shows the measured σtt̄ for
mMC

t = 172.5 GeV, the black curve is the fit to Eq. (1), and
the gray band corresponds to the total experimental uncer-
tainty.

the mMC
t interpretation in Eq. (1), we form a new like-

lihood fexp(σ|mt) and extract mpole
t using Eq. (2). The

difference ∆mpole
t between assuming mMC

t = mpole
t and

mMC
t = mMS

t is given in Table II. Given the uncer-

tainties, interpreting mMC
t as either mpole

t or as mMS
t

has no significant bearing on the value of the extracted
mt. We include half of this difference symmetrically
in the systematic uncertainties. As a result we extract
mpole

t = 163.0+5.4
−4.9 GeV using the NLO+NNLL calcula-

tion of Ref. [14] and mpole
t = 167.5+5.4

−4.9 GeV using the ap-
proximate NNLO calculation of Ref. [15]. Our measure-
ment ofmpole

t based on the approximate NNLO cross sec-
tion calculation is consistent within 1 sd with the Teva-
tron measurement ofmt from direct reconstruction of top
quark decay products, mt = 173.3 ± 1.1 GeV [1]. The
result based on the NLO+NNLL calculation is consistent
within 2 sd.

Calculations of the tt̄ cross section [14, 15] have also

D0 Collaboration: 1104.2887
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the mMC
t interpretation in Eq. (1), we form a new like-

lihood fexp(σ|mt) and extract mpole
t using Eq. (2). The

difference ∆mpole
t between assuming mMC

t = mpole
t and

mMC
t = mMS

t is given in Table II. Given the uncer-

tainties, interpreting mMC
t as either mpole

t or as mMS
t

has no significant bearing on the value of the extracted
mt. We include half of this difference symmetrically
in the systematic uncertainties. As a result we extract
mpole

t = 163.0+5.4
−4.9 GeV using the NLO+NNLL calcula-

tion of Ref. [14] and mpole
t = 167.5+5.4

−4.9 GeV using the ap-
proximate NNLO calculation of Ref. [15]. Our measure-
ment ofmpole

t based on the approximate NNLO cross sec-
tion calculation is consistent within 1 sd with the Teva-
tron measurement ofmt from direct reconstruction of top
quark decay products, mt = 173.3 ± 1.1 GeV [1]. The
result based on the NLO+NNLL calculation is consistent
within 2 sd.

Calculations of the tt̄ cross section [14, 15] have also

D0 Collaboration: 1104.2887

The next natural step is to use more differential observables…
…should choose observables most sensitive to mt
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6 S. Alioli et al.: A new observable to measure the top-quark mass at hadron colliders
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Fig. 3. Predictions for R at NLO accuracy using two different PDF
sets (CTEQ6.6, MSTW2008nlo) for mpolet = 170 GeV. For CTEQ6.6
the uncertainty due to scale variation is shown as band. The ratio be-
tween both predictions is shown together with the scale uncertainty.
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Fig. 4. R (mpolet ,ρs) calculated at NLO accuracy for different masses
mpolet = 160, 170 and 180 GeV. For mpolet = 170 GeV the scale and
PDF uncertainties evaluated as discussed in the text are shown. The
ratio with respect to the result for mpolet = 170 GeV is shown in the
lower plot.

investigate the sensitivity of the distribution R to the top-quark
mass we have calculated R for mpolet = 160,170,180 GeV. The
result is shown in Fig. 4. As before the three curves need to
cross since the area under each curve is normalized to one. The
crossing happens slightly below ρs ≈ 0.6. At this point the dis-
tribution is essentially insensitive to the top-quark mass. For
ρs ≈ 1 we expect that the production of heavier quark masses
is suppressed compared to lighter masses. Indeed the distribu-
tion for mpolet = 180 GeV is below the central curve while the
160 GeV result lies above the result for 170 GeV. In the high
energy regime, that is for ρs ≈ 0, we expect the opposite to be
true due to the normalization. For very large energies we ob-
serve that the mass dependence is small as one would naively
expect. From Fig. 4 we conclude that a significant mass de-
pendence can be observed for 0.4< ρs < 0.5 and 0.7< ρs. To

ρ
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Fig. 5. The sensitivity S(ρs) of R with respect to the top-quark mass
as defined in Eq. (5).

quantify the sensitivity we studied the quantity

S(ρs) =

∑
Δ=±5−10 GeV

|R (170 GeV,ρs)−R (170 GeV+Δ,ρs)|
2|Δ|R (170 GeV,ρs)

.(5)

The result for S is shown in Fig. 5. For convenience the right
y-axis showsmpolet ×S which is the proportionality factor relat-
ing the relative change in the top-quark mass with the relative
change in R :

∣

∣

∣

∣

ΔR

R

∣

∣

∣

∣

≈
(

mpolet S
)

×

∣

∣

∣

∣

∣

Δmpolet

mpolet

∣

∣

∣

∣

∣

. (6)

As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities

ΔRµ/R (170 GeV,ρs)
S(ρs)

and
ΔRPDF/R (170 GeV,ρs)

S(ρs)
(7)

where ΔRµ and ΔRPDF are the scale and PDF uncertainties of
R (172.5 GeV,ρs). We do not show the region around ρs ≈

M
or

e 
se

ns
iti

ve
 to

 m
t
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investigate the sensitivity of the distribution R to the top-quark
mass we have calculated R for mpolet = 160,170,180 GeV. The
result is shown in Fig. 4. As before the three curves need to
cross since the area under each curve is normalized to one. The
crossing happens slightly below ρs ≈ 0.6. At this point the dis-
tribution is essentially insensitive to the top-quark mass. For
ρs ≈ 1 we expect that the production of heavier quark masses
is suppressed compared to lighter masses. Indeed the distribu-
tion for mpolet = 180 GeV is below the central curve while the
160 GeV result lies above the result for 170 GeV. In the high
energy regime, that is for ρs ≈ 0, we expect the opposite to be
true due to the normalization. For very large energies we ob-
serve that the mass dependence is small as one would naively
expect. From Fig. 4 we conclude that a significant mass de-
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quantify the sensitivity we studied the quantity

S(ρs) =

∑
Δ=±5−10 GeV

|R (170 GeV,ρs)−R (170 GeV+Δ,ρs)|
2|Δ|R (170 GeV,ρs)

.(5)

The result for S is shown in Fig. 5. For convenience the right
y-axis showsmpolet ×S which is the proportionality factor relat-
ing the relative change in the top-quark mass with the relative
change in R :
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As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities

ΔRµ/R (170 GeV,ρs)
S(ρs)

and
ΔRPDF/R (170 GeV,ρs)

S(ρs)
(7)

where ΔRµ and ΔRPDF are the scale and PDF uncertainties of
R (172.5 GeV,ρs). We do not show the region around ρs ≈
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investigate the sensitivity of the distribution R to the top-quark
mass we have calculated R for mpolet = 160,170,180 GeV. The
result is shown in Fig. 4. As before the three curves need to
cross since the area under each curve is normalized to one. The
crossing happens slightly below ρs ≈ 0.6. At this point the dis-
tribution is essentially insensitive to the top-quark mass. For
ρs ≈ 1 we expect that the production of heavier quark masses
is suppressed compared to lighter masses. Indeed the distribu-
tion for mpolet = 180 GeV is below the central curve while the
160 GeV result lies above the result for 170 GeV. In the high
energy regime, that is for ρs ≈ 0, we expect the opposite to be
true due to the normalization. For very large energies we ob-
serve that the mass dependence is small as one would naively
expect. From Fig. 4 we conclude that a significant mass de-
pendence can be observed for 0.4< ρs < 0.5 and 0.7< ρs. To
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quantify the sensitivity we studied the quantity

S(ρs) =

∑
Δ=±5−10 GeV

|R (170 GeV,ρs)−R (170 GeV+Δ,ρs)|
2|Δ|R (170 GeV,ρs)

.(5)

The result for S is shown in Fig. 5. For convenience the right
y-axis showsmpolet ×S which is the proportionality factor relat-
ing the relative change in the top-quark mass with the relative
change in R :
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As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities

ΔRµ/R (170 GeV,ρs)
S(ρs)

and
ΔRPDF/R (170 GeV,ρs)

S(ρs)
(7)

where ΔRµ and ΔRPDF are the scale and PDF uncertainties of
R (172.5 GeV,ρs). We do not show the region around ρs ≈
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the uncertainty due to scale variation is shown as band. The ratio be-
tween both predictions is shown together with the scale uncertainty.
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investigate the sensitivity of the distribution R to the top-quark
mass we have calculated R for mpolet = 160,170,180 GeV. The
result is shown in Fig. 4. As before the three curves need to
cross since the area under each curve is normalized to one. The
crossing happens slightly below ρs ≈ 0.6. At this point the dis-
tribution is essentially insensitive to the top-quark mass. For
ρs ≈ 1 we expect that the production of heavier quark masses
is suppressed compared to lighter masses. Indeed the distribu-
tion for mpolet = 180 GeV is below the central curve while the
160 GeV result lies above the result for 170 GeV. In the high
energy regime, that is for ρs ≈ 0, we expect the opposite to be
true due to the normalization. For very large energies we ob-
serve that the mass dependence is small as one would naively
expect. From Fig. 4 we conclude that a significant mass de-
pendence can be observed for 0.4< ρs < 0.5 and 0.7< ρs. To
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quantify the sensitivity we studied the quantity

S(ρs) =

∑
Δ=±5−10 GeV

|R (170 GeV,ρs)−R (170 GeV+Δ,ρs)|
2|Δ|R (170 GeV,ρs)

.(5)

The result for S is shown in Fig. 5. For convenience the right
y-axis showsmpolet ×S which is the proportionality factor relat-
ing the relative change in the top-quark mass with the relative
change in R :

∣

∣

∣

∣

ΔR

R

∣

∣

∣

∣

≈
(

mpolet S
)

×

∣

∣

∣

∣

∣

Δmpolet

mpolet

∣

∣

∣

∣

∣

. (6)

As can be seen in Fig. 5 values up to 25 are reached for mpolet ×
S at ρ ≈ 0.8. With other words a one per cent change of the
mass translates into a 25 per cent change of the observable R .
The observable is thus five times more sensitive than the inclu-
sive cross section. For comparison, in Fig. 5, we also show the
sensitivity in case R is defined for the tt̄ inclusive final state.
(In the tt̄ case we use the definition ρ = 2m0/

√stt̄ .) As one
can see only in the extreme threshold region—where reliable
theoretical predictions are challenging and also experimental
uncertainties may become large— a similar sensitivity can be
reached. Note that the evaluation of the sensitivity relies on the
assumption of a nearly linear top-quark mass dependence. To
cross check this assumption we have used two different step
sizes in Eq. (5) (5 and 10 GeV). As can be seen from Fig. 5 the
two results are in perfect agreement. For a measurement not
only the sensitivity is important but also the expected theoret-
ical and experimental uncertainty. For example in the extreme
threshold regime a good sensitivity can be expected. However
a reliable theoretical prediction in that regime would require
to go beyond fixed order perturbation theory to resum thresh-
old effects and soft gluon emission. To estimate the impact of
different uncertainties we show in Fig. 6 the quantities

ΔRµ/R (170 GeV,ρs)
S(ρs)

and
ΔRPDF/R (170 GeV,ρs)

S(ρs)
(7)

where ΔRµ and ΔRPDF are the scale and PDF uncertainties of
R (172.5 GeV,ρs). We do not show the region around ρs ≈

M
or

e 
se

ns
iti

ve
 to

 m
t

Alioli et al.: 1303.6415

 in +jets productionMtt̄ → 2mt tt̄  in  productionMtt̄ → 2mt tt̄

ρtt̄j =
2m0

Mtt̄j

ρtt̄ =
2m0

Mtt̄

m0 = 170 GeV

Most of the mass-sensitivity comes from the threshold region 



Threshold region and top quark mass

9

23

1 2

0.05

0.1

0.15

0.2 )t500<M(t
<1500GeV

>0jetN

1 2
0.6
0.8

1
1.2
1.41 2

0.05

0.1

0.15

0.2 )t400<M(t
<500GeV

>0jetN

1 2
0.6
0.8

1
1.2
1.41 2

0.05

0.1

0.15

0.2 )t300<M(t
<400GeV

>0jetN

1 2
0.6
0.8

1
1.2
1.41 2

0.05

0.1

0.15

0.2 )t500<M(t
<1500GeV

=0jetN

1 2
0.6
0.8

1
1.2
1.41 2

0.05

0.1

0.15

0.2 )t400<M(t
<500GeV

=0jetN

1 2
0.6
0.8

1
1.2
1.41 2

0.05

0.1

0.15

0.2)|t
/d

|y
(t

σ
 d
σ

1/

)t300<M(t
<400GeV

=0jetN

1 2
0.6
0.8

1
1.2
1.4

R
at

io
 

Data, dof=23
NLO CT14

=172.5 GeVpole
t m

=612χ=0.118, Sα

=562χ=0.113, Sα

=872χ=0.123, Sα

)|t|y(t

CMS  (13 TeV)-135.9 fb
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jet , M(tt), y(tt) ] cross sections to NLO predic-

tions obtained using different aS(mZ) values (further details can be found in Fig. 3). For each
theoretical prediction, values of c2 and dof for the comparison to the data are reported.
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obtained using different mpole
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prediction, values of c2 and dof for the comparison to the data are reported.

1904.05237

Most of the mass-sensitivity comes from the low  region Mtt̄

My focus in the rest of the talk
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t range, no result is shown. Details can be found
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The fits favor much lower values 
of  than the world average!mt
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What could possibly be the reason?

The difference is much larger than the renormalon ambiguity…

The fits favor much lower values 
of  than the world average!mt
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The method of indirect mass measurements relies heavily on 
both the experimental side and the theoretical side
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The method of indirect mass measurements relies heavily on 
both the experimental side and the theoretical side

The experimentalists 
need to measure the 
mass-sensitive 
observables to high 
precisions
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The method of indirect mass measurements relies heavily on 
both the experimental side and the theoretical side

The experimentalists 
need to measure the 
mass-sensitive 
observables to high 
precisions

The theorists need to provide 
high-precision predictions 
for these observables
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Figure 16: Comparison of the measured [N0,1+
jet , M(tt), y(tt) ] cross sections to NLO predictions

obtained using different mpole
t values (further details can be found in Fig. 3). For each theoretical

prediction, values of c2 and dof for the comparison to the data are reported.

The method of indirect mass measurements relies heavily on 
both the experimental side and the theoretical side

The experimentalists 
need to measure the 
mass-sensitive 
observables to high 
precisions

The theorists need to provide 
high-precision predictions 
for these observables

I’m a theorist, so I’ll only talk about the latter…
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Figure 4. Results for the absolute (left) and normalized (right) top-pair invariant mass distribu-
tion at the LHC with

p
s = 13 TeV. In all cases the ratio is to the NNLO result with µf = HT /4.

The uncertainty bands are obtained through scale variations as described at the beginning of sec-
tion 5 and in eqs. (5.1) and (5.2).

eq. (2.5). All pieces of that equation must be evaluated at a common µf , which is also cho-

sen as µf = HT /4 by default. In addition, we draw on the analysis of the previous section

and use µh = HT /2 and µs = HT /N̄ by default, as well as µdh = mt and µds = mt/N̄ . In

both the NNLO and the NNLO+NNLL0 results, the bands in figure 4 represent perturba-

tive uncertainties estimated through scale variations. For the NNLO calculation, we obtain

the bands by keeping the factorization and renormalization scales equal and varying them

up and down by a factor of two. For the NNLO+NNLL0 calculation, both the factorization

scales and the resummation scales are independently varied in the interval [µi,0/2, 2µi,0],

where i 2 {f, h, s, dh, ds} and the subscript “0” denotes the default value of that scale as

previously specified. To determine the upper and lower uncertainties �O+ and �O� for

the cross section O in a given bin, one first evaluates

�O+
i = max{O(i = 1/2, i = 1, i = 2)} � Ō ,

�O�
i = min{O(i = 1/2, i = 1, i = 2)} � Ō , (5.1)

for each scale i, where i = µi/µi,0 and Ō denotes the value of the cross section as given by

eq. (2.5) in that bin using the default scale choices. For example, O(f = 2) means each

term in eq. (2.5) is evaluated at µf = 2µf,0, with all other scales set to their default value.

The upper (lower) uncertainty bands are then given by Ō +�O+ (Ō � �O�), where

�O± =

sX

i

�
�O±

i

�2
, (5.2)

so that this method amounts to adding the uncertainties from independent scale variations

in quadrature.5

5While we have used correlated µr = µf variations in the NNLO piece of the calculation, we have
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Further combined with the full NLO (QCD+electroweak) results
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Figure 1: Theoretical predictions compared with the CMS data in the di-lepton channel [42].

with the experimental measurements indicating excellent agreement for this observable. While
the e↵ect of the resummation on the uncertainty bands for these observables is minimal, we can
still see that the e↵ect of the higher order terms captured by the resummation is to slightly
soften the rapidity spectrum compared to the corresponding fixed order predictions.

4 Summary

In this paper, we describe a combination among four calculations for the di↵erential cross sections
in tt̄ production: the NNLO QCD calculations, the NNLL QCD threshold resummation, the
NNLL0 QCD resummation for boosted top quarks, and the complete-NLO predictions of QCD
and EW origin. This is the first time that such a complicated combination appears in the
literature. The outcome represents the state-of-the-art prediction for tt̄ di↵erential distributions
within the SM, which includes all sets of corrections available at the moment. Numerical results
are presented for the invariant-mass distribution, the transverse-momentum distribution as well
as rapidity distributions. We compare our predictions with the CMS measurements in the di-
lepton channel at the 13 TeV LHC with an integrated luminosity of 35.9 fb�1, and find overall
good agreements.
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with the experimental measurements indicating excellent agreement for this observable. While
the e↵ect of the resummation on the uncertainty bands for these observables is minimal, we can
still see that the e↵ect of the higher order terms captured by the resummation is to slightly
soften the rapidity spectrum compared to the corresponding fixed order predictions.

4 Summary

In this paper, we describe a combination among four calculations for the di↵erential cross sections
in tt̄ production: the NNLO QCD calculations, the NNLL QCD threshold resummation, the
NNLL0 QCD resummation for boosted top quarks, and the complete-NLO predictions of QCD
and EW origin. This is the first time that such a complicated combination appears in the
literature. The outcome represents the state-of-the-art prediction for tt̄ di↵erential distributions
within the SM, which includes all sets of corrections available at the moment. Numerical results
are presented for the invariant-mass distribution, the transverse-momentum distribution as well
as rapidity distributions. We compare our predictions with the CMS measurements in the di-
lepton channel at the 13 TeV LHC with an integrated luminosity of 35.9 fb�1, and find overall
good agreements.
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with the experimental measurements indicating excellent agreement for this observable. While
the e↵ect of the resummation on the uncertainty bands for these observables is minimal, we can
still see that the e↵ect of the higher order terms captured by the resummation is to slightly
soften the rapidity spectrum compared to the corresponding fixed order predictions.

4 Summary

In this paper, we describe a combination among four calculations for the di↵erential cross sections
in tt̄ production: the NNLO QCD calculations, the NNLL QCD threshold resummation, the
NNLL0 QCD resummation for boosted top quarks, and the complete-NLO predictions of QCD
and EW origin. This is the first time that such a complicated combination appears in the
literature. The outcome represents the state-of-the-art prediction for tt̄ di↵erential distributions
within the SM, which includes all sets of corrections available at the moment. Numerical results
are presented for the invariant-mass distribution, the transverse-momentum distribution as well
as rapidity distributions. We compare our predictions with the CMS measurements in the di-
lepton channel at the 13 TeV LHC with an integrated luminosity of 35.9 fb�1, and find overall
good agreements.
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Non-relativistic Coulomb corrections

14

When the top and anti-top quarks move slowly with respect 
to each other, exchanges of gluons in between lead to 
“Coulomb corrections” or “Sommerfeld enhancement”

αn
s

βn

β = 1 −
4m2

t

M2
tt̄

→ 0

Kind of “non-perturbative” bound-state effects, but still calculable 
for top quarks

Resummation to all orders in αs



The basic EFT framework to resum these Coulomb corrections has 
been laid out in, e.g.,

A note on technical details

➤ We have performed a thorough assessment of the validity 
(and invalidity) of the EFTs in the context of the LHC 

➤ The small-  limit is valid up to  given that 
we carefully include the exact LO coefficients (which 
was not done in previous calculations) 

➤ One should NOT try to resum soft gluons when already 
taking the  limit (as opposed to some of the existing 
calculations)

β Mtt̄ ∼ 380 GeV

β → 0

15

Fadin et al. 1990; Bodwin et al. 1994; Petrelli et al. 1997; 
Hagiwara et al. 2008; Kiyo et al. 2008; Beneke et al. 2010
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A note on technical details

➤ We have derived an NLP resummation formula with full 
kinematic dependence (and have calculated a new hard 
function for that) which allows us to: 

➤ Use dynamic renormalization and factorization scales, and 
consequently combine our resummed result with existing 
NNLO calculations 

➤ Study double differential distributions
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➤ We have derived an NLP resummation formula with full 
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NNLO calculations 

➤ Study double differential distributions
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For more technical details, I’ll give another talk 
on May 22 at the CERN QCD “lunch” seminar

https://indico.cern.ch/event/909250/



It’s time to show some plots…
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Figure 2. Comparison between the exact NLO distribution (red band) and the NLO expansion
of our resummation formula (blue shaded band) in the range 340 GeV  Mtt̄  380 GeV at the
13 TeV LHC. The left plot shows the di↵erential cross sections, while the right plot shows the NLO
corrections only.

4.1 Validity of the threshold approximation

Any factorization and resummation formula is only valid in kinematic regions where higher

order power corrections are small compared to the required accuracy. It is therefore nec-

essary to check the validity of the relevant approximation in the region of interest before

performing the resummation. One way to do that is to compare the fixed-order expan-

sion of the resummation formula against the exact perturbative results. In the region

of validity, the expansion should provide reasonable approximations to the exact results

order-by-order.

In this subsection we carry out the validity check of our resummation formula in the

region 300 GeV  Mtt̄  380 GeV at the 13 TeV LHC. This is straightforward since we

already have the fixed-order expansion of the resummation formula in Eq. (2.42). We just

need to check whether the nkLO results are good approximations to the exact NkLO ones.

We first note that due to our normalization of the factorization formula Eq. (2.17), the

n0LO result (i.e., the first term in the fixed-order expansion) is precisely the same as the

exact LO one in Eq. (2.8). The factorization formula of Ref. [48], on the other hand, has

a di↵erent normalization than ours. Consequently, the first term of their expansion would

not be the same as the exact LO. The di↵erence, of course, is formally power-suppressed

in �, but it has significant impact on the validity of the formula when � is not so small,

e.g., when Mtt̄ ⇠ 380 GeV.

We now proceed to perform the comparison at NLO. We show the exact NLO Mtt̄

distribution in the range [340-380] GeV in the left plot of Fig. 2 as the red band, while

the nLO one from the expansion (labelled as “NLO � ! 0”) is shown as the blue shaded

band. It can be clearly seen that the nLO result provides an excellent approximation to

the exact NLO one in the whole range, including scale variations. Since both the NLO and

nLO results include the common LO term, it is interesting to compare just the corrections

– 23 –
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order power corrections are small compared to the required accuracy. It is therefore nec-

essary to check the validity of the relevant approximation in the region of interest before

performing the resummation. One way to do that is to compare the fixed-order expan-

sion of the resummation formula against the exact perturbative results. In the region

of validity, the expansion should provide reasonable approximations to the exact results

order-by-order.

In this subsection we carry out the validity check of our resummation formula in the

region 300 GeV  Mtt̄  380 GeV at the 13 TeV LHC. This is straightforward since we

already have the fixed-order expansion of the resummation formula in Eq. (2.42). We just

need to check whether the nkLO results are good approximations to the exact NkLO ones.

We first note that due to our normalization of the factorization formula Eq. (2.17), the

n0LO result (i.e., the first term in the fixed-order expansion) is precisely the same as the

exact LO one in Eq. (2.8). The factorization formula of Ref. [48], on the other hand, has

a di↵erent normalization than ours. Consequently, the first term of their expansion would

not be the same as the exact LO. The di↵erence, of course, is formally power-suppressed

in �, but it has significant impact on the validity of the formula when � is not so small,

e.g., when Mtt̄ ⇠ 380 GeV.

We now proceed to perform the comparison at NLO. We show the exact NLO Mtt̄

distribution in the range [340-380] GeV in the left plot of Fig. 2 as the red band, while

the nLO one from the expansion (labelled as “NLO � ! 0”) is shown as the blue shaded

band. It can be clearly seen that the nLO result provides an excellent approximation to

the exact NLO one in the whole range, including scale variations. Since both the NLO and

nLO results include the common LO term, it is interesting to compare just the corrections
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performing the resummation. One way to do that is to compare the fixed-order expan-

sion of the resummation formula against the exact perturbative results. In the region

of validity, the expansion should provide reasonable approximations to the exact results

order-by-order.
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not be the same as the exact LO. The di↵erence, of course, is formally power-suppressed

in �, but it has significant impact on the validity of the formula when � is not so small,
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Figure 3. Comparison of the exact NLO corrections (red band) with the approximate results in
the z ! 1 limit (pink line in the left plot) and in the double limit � ! 0 & z ! 1 (green line in
the right plot). For the approximate results, only the central values are shown.

(i.e, the second term in the perturbative series). We show this comparison in the right

plot of Fig. 2. Again, the agreement is remarkable. The plot also shows clearly that the

deviation between the two results gradually increases from small � to larger �, but remains

under-control even when Mtt̄ is as large as 380 GeV. The agreement we just observed is

a strong implication for the validity of the resummation formula Eq. (2.17) in the region

of interest. We emphasize again that such an agreement is only possible due to the fact

that we have correctly taken into account the subleading-power contributions in � at LO

in ↵s. If we had used a di↵erent normalization factor, the agreement at the upper edge of

the region of interest would not be as good.

At this point, it is worthwhile to discuss the z-soft limit where z ⌘ M2
tt̄/ŝ ! 1.

Such a limit in the context of the Mtt̄ distribution has been extensively studied in the

literature [32–34]. By taking this limit it is possible to resum logarithms of 1 � z to all

orders in ↵s, at the price that power corrections in 1 � z are neglected. As such, it can

be expected that this limit works better at larger values of Mtt̄ than the threshold region.

Furthermore, Ref. [48] employed the double limit � ! 0 and z ! 1, which neglects power

corrections in both � and 1� z. Given the high collision energy of the LHC compared to

the values of Mtt̄ we are considering (hence z is not necessarily close to 1), and the fact

that � is not so small at Mtt̄ ⇠ 380 GeV, one must carefully check the validity of such a

double approximation in the region of interest.

The NLO result in the z ! 1 limit can be obtained from [34]. The result in the

double limit � ! 0 and z ! 1 can be obtained from our formula Eq. (2.17) by further

taking z ! 1. This amounts to keeping only the singular plus- and delta-distributions

in the hard functions, which is straightforward given their expressions in Eq. (3.21). In

this limit, only the flavor-diagonal channels (i.e., the qq̄ and gg channels) contribute. We

collect the relevant analytic expressions in Appendix B, and show the numeric results in

Fig. 3. Note that for the approximate results only the central values are shown. In the left

– 24 –
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.

plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.

plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.

plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.

plot, we compare the exact NLO corrections with that in the z-soft limit z ! 1. We see

that although the agreement is not so good (as expected), the z-soft limit still captures

a dominant portion of the NLO corrections. This is a justification for the application of

the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO

corrections in the double limit � ! 0 and z ! 1 are shown in the right plot of Fig. 3.

It is obvious that the double limit does not provide a reasonable approximation at all.

Therefore, the factorization formula valid in the double limit cannot be applied to the

region we are considering. Although such a factorization formula can be used to resum

certain logarithmic terms to all orders in ↵s, they are not the dominant contributions and

such a resummation may even lead to incorrect estimation of higher order corrections. In

other words, the power corrections in 1 � z are not under-control in this situation and

consequently the results cannot be trusted. Based on the above observations, we do not

perform the z-soft gluon resummation in the � ! 0 limit in our work, in contrast to [48].

4.2 NLP Resummation at 13 TeV LHC

Given the perfect agreement between the approximate (� ! 0) and exact results at NLO,

we will apply the small-� resummation at NLP to the range 300 GeV  Mtt̄  380 GeV at

the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the

all-order resummation with the fixed-order results at NLO or NNLO. We will compare our

numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV

in accordance. In this subsection and the subsequent ones, whenever we present numeric

results for a broader range of Mtt̄, it should always be understood that the resummation

is only applied to Mtt̄  380 GeV. We have checked that the results are insensitive to the

exact point at which resummation is switched o↵. This should be clear from the analyses

below.

First of all, given the matching formula (2.44), it is interesting to ask in which region
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Figure 5. Di↵erences between NLP and nLO (left), and between NLP and nnLO (right). These
represent the corrections induced by resummation upon the NLO and NNLO results.
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Figure 6. The NLO+NLP and NNLO+NLP predictions for the absolute Mtt̄ distribution against
the CMS data in the di-lepton channel [39]. Fixed-order results are shown for comparison. The left
plot shows the first bin Mtt̄ 2 [300, 380] GeV, while the right plot shows the full Mtt̄ range.

This demonstrates that our resummation has not been applied to regions where subleading

corrections in � might be important, and makes our predictions more robust. Later on, we

will sometimes show predictions for a broader range of Mtt̄, where resummation is switched

o↵ beyond 380 GeV. From Fig. 5, it should be clear that the results are insensitive to the

the exact switch-o↵ point, as long as it is larger than ⇠ 360 GeV.

We are now ready to present the matched results combining the resummation and

fixed-order calculations, namely, the NLO+NLP and NNLO+NLP predictions. We show

the results for the absolute di↵erential cross sections in Fig. 6, where the NLO and NNLO

results are also given for comparison. The uncertainties estimated from scale variations

are shown as the vertical bars. At central scales µr = µf = HT /4, resummation e↵ects

increase the cross section in the first bin by 13% with respect to NLO, and by 9% with

– 27 –
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Figure 5. Di↵erences between NLP and nLO (left), and between NLP and nnLO (right). These
represent the corrections induced by resummation upon the NLO and NNLO results.
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Figure 6. The NLO+NLP and NNLO+NLP predictions for the absolute Mtt̄ distribution against
the CMS data in the di-lepton channel [39]. Fixed-order results are shown for comparison. The left
plot shows the first bin Mtt̄ 2 [300, 380] GeV, while the right plot shows the full Mtt̄ range.

This demonstrates that our resummation has not been applied to regions where subleading

corrections in � might be important, and makes our predictions more robust. Later on, we

will sometimes show predictions for a broader range of Mtt̄, where resummation is switched

o↵ beyond 380 GeV. From Fig. 5, it should be clear that the results are insensitive to the

the exact switch-o↵ point, as long as it is larger than ⇠ 360 GeV.

We are now ready to present the matched results combining the resummation and

fixed-order calculations, namely, the NLO+NLP and NNLO+NLP predictions. We show

the results for the absolute di↵erential cross sections in Fig. 6, where the NLO and NNLO

results are also given for comparison. The uncertainties estimated from scale variations

are shown as the vertical bars. At central scales µr = µf = HT /4, resummation e↵ects

increase the cross section in the first bin by 13% with respect to NLO, and by 9% with
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Figure 7. The NLO+NLP and NNLO+NLP predictions for the normalized Mtt̄ distribution in
the first bin Mtt̄ 2 [300, 380] GeV, against the CMS data in the di-lepton channel [39]. Fixed-order
results are shown for comparison.

respect to NNLO. It should be noted that the uncertainty bar of the NNLO result does not

overlap with that of the NNLO+NLP one. This shows that scale variations alone cannot

faithfully account for the uncertainties of fixed-order calculations in this situation, due to

the fact that the Coulomb resummation is genuinely non-perturbative. After adding the

resummation e↵ects, the NLO+NLP and NNLO+NLP predictions become more consistent

with the CMS data than the fixed-order ones. This has significant impacts on the top quark

mass determination, as we will discuss in the next subsection.

The experimental collaborations often quote the normalized di↵erential cross sections

(d�/dMtt̄)/� in addition to the absolute ones, where � is the total cross section. Normal-

ization of the distribution has the benefit that part of the systematic uncertainties drops

out when taking the ratio. On the theoretical side, normalized di↵erential cross sections

often exhibit smaller scale uncertainties as well. In Fig. 7, we show the NLO, NNLO,

NLO+NLP and NNLO+NLP predictions for the normalized di↵erential cross section in

the first bin Mtt̄ 2 [300, 380] GeV, in comparison with the CMS data [39]. We see that

indeed, the scale uncertainties of all predictions are significantly reduced compared to those

of the absolute di↵erential cross sections of Fig. 6. We also find that the NLO and NNLO

results are rather close to each other. This shows that the NNLO correction to the nor-

malized distribution is not very large. On the other hand, the resummation still shows big

impact in this case: about 11% increase from NLO to NLO+NLP, and about 8% increase

from NNLO to NNLO+NLP. This demonstrates that our conclusions in the last paragraph

drawn from the absolute distribution remain unchanged when considering the normalized

di↵erential cross sections.

So far we have only discussed the single di↵erential cross section with respect to Mtt̄.
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Figure 8. Normalized double di↵erential distribution with respect to Mtt̄ and and the rapidity Ytt̄

of the top quark pair in the threshold region. This plot corresponds to the first bin ([300, 400] GeV)
in Mtt̄ and four bins in Ytt̄. The NLO and NLO+NLP results are compared to the CMS data [14].

Thanks to the full kinematic dependence of the hard functions, our framework is flexible

enough to be applied to double or triple di↵erential cross sections, which were measured

and employed to fit the top quark mass in, e.g., Ref. [14]. To illustrate the idea, we have

calculated the double di↵erential cross sections with respect to Mtt̄ and the rapidity Ytt̄ of

the top quark pair in the laboratory frame. This can be performed using the formula

d2�

dMtt̄dYtt̄
=

X

i,j

Z 1

⌧

dz

z

⌧

z

Z
d⇥

d�̂ij(z, µf )

dMtt̄ d⇥
fi/h1

(
p

⌧/z eYtt̄�Y , µf ) fj/h2
(
p

⌧/z eY�Ytt̄ , µf ) ,

(4.2)

where the partonic di↵erential cross sections can be obtained using Eq. (2.17) as before.

We show the normalized double di↵erential cross sections in the threshold region in Fig. 8,

compared with the CMS data from [14]. The plot corresponds to the first bin in Mtt̄,

namely, Mtt̄ 2 [300, 400] GeV, and contains four bins in Ytt̄. Again, the resummation e↵ects

enhance the di↵erential cross sections by about 7% with respect to the NLO, making the

theoretical predictions better consistent with experimental data. The increase here is not

as big as that observed in Fig. 7, mainly due to the larger size of the first Mtt̄ bin which

covers a broader range above the threshold.

4.3 Influence on the top quark mass determination

In this subsection, we discuss the influence of our resummed result on the determination of

mt from kinematic distributions. Although we cannot repeat the experimental analyses in,

– 29 –

Observing similar effects as in the single distribution

Normalized



170 171 172 173 174 175
 (GeV)tm

0.80

1.05

1.30

1.55

1.80
(p

b/
G

eV
)

tt
/d

M
σd NLO

NLO+NLP
NNLO
NNLO+NLP

/4T = Hrµ = 
f
µLHC 13 TeV, 

NNPDF31_nnlo_as_0118

 [300,380] GeV∈ ttM

170 171 172 173 174 175
 (GeV)tm

1.1

1.3

1.5

1.7

1.9

2.1

2.3)
-1

G
eV

-3
(1

0
tt

/d
M

σ
 d

σ
1/

NLO
NLO+NLP
NNLO
NNLO+NLP

/4T = Hrµ = 
f
µLHC 13 TeV, 

NNPDF31_nnlo_as_0118

 [300,380] GeV∈ ttM

Figure 9. Top-quark-mass dependence of the absolute (left) and normalized (right) Mtt̄ di↵erential
cross sections in the threshold region. Only central values of the NLO and NLO+NLP results are
shown here. The NNLO and NNLO+NLP predictions at mt = 172.5 GeV are given for reference.

e.g., Ref. [14], it is instructive to roughly estimate the impact of including the resummation

e↵ects in the fitting procedure.

To determine the top quark mass from kinematic distributions, one collects a set

of observables {Oi} which are theoretically functions of mt, but can be experimentally

measured without referring to a particular mt value. They can be the total cross section as

well as single, double and triple di↵erential cross sections in each bin. For each observable

Oi, one has a theoretical prediction OTH
i (mt) and an experimental measurement OEXP

i .

The top quark mass can then be determined by varying mt in the theoretical results and

requiring a best fit between the set {OTH
i (mt)} and the set {OEXP

i }.5 It can be understood

that in such a procedure, the observables most sensitive to mt are the main driving force

to decide the outcome. These include, in particular, the Mtt̄ distribution near threshold

and related double/triple di↵erential cross sections.

From the above description, it is clear that the outcome of the procedure strongly

depends on the theoretical predictions entering the fit. Especially, the theoretical inputs

for the mt-sensitive observables are of crucial importance. For illustration, we calculate the

averaged Mtt̄ di↵erential cross sections in the range [300, 380] GeV using di↵erent top quark

masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left

plot) and the normalized distribution (right plot). As expected, we observe a strong (and

nearly linear) dependence of the di↵erential cross sections on mt, and a large horizontal

gap between the NLO and the NLO+NLP curves.

Ref. [14] has used the NLO predictions for the normalized di↵erential cross sections to

fit the top quark mass, with the outcome mt ⇡ 171 GeV. From the horizontal dashed line

in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the

NLO+NLP result with mt ⇡ 172.4 GeV. This 1.4 GeV shift caused by the threshold e↵ects

is much more significant than that estimated in [14]. Given that the normalized NLO+NLP

5
This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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Figure 9. Top-quark-mass dependence of the absolute (left) and normalized (right) Mtt̄ di↵erential
cross sections in the threshold region. Only central values of the NLO and NLO+NLP results are
shown here. The NNLO and NNLO+NLP predictions at mt = 172.5 GeV are given for reference.

e.g., Ref. [14], it is instructive to roughly estimate the impact of including the resummation

e↵ects in the fitting procedure.

To determine the top quark mass from kinematic distributions, one collects a set

of observables {Oi} which are theoretically functions of mt, but can be experimentally

measured without referring to a particular mt value. They can be the total cross section as

well as single, double and triple di↵erential cross sections in each bin. For each observable

Oi, one has a theoretical prediction OTH
i (mt) and an experimental measurement OEXP

i .

The top quark mass can then be determined by varying mt in the theoretical results and

requiring a best fit between the set {OTH
i (mt)} and the set {OEXP

i }.5 It can be understood

that in such a procedure, the observables most sensitive to mt are the main driving force

to decide the outcome. These include, in particular, the Mtt̄ distribution near threshold

and related double/triple di↵erential cross sections.

From the above description, it is clear that the outcome of the procedure strongly

depends on the theoretical predictions entering the fit. Especially, the theoretical inputs

for the mt-sensitive observables are of crucial importance. For illustration, we calculate the

averaged Mtt̄ di↵erential cross sections in the range [300, 380] GeV using di↵erent top quark

masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left

plot) and the normalized distribution (right plot). As expected, we observe a strong (and

nearly linear) dependence of the di↵erential cross sections on mt, and a large horizontal

gap between the NLO and the NLO+NLP curves.

Ref. [14] has used the NLO predictions for the normalized di↵erential cross sections to

fit the top quark mass, with the outcome mt ⇡ 171 GeV. From the horizontal dashed line

in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the

NLO+NLP result with mt ⇡ 172.4 GeV. This 1.4 GeV shift caused by the threshold e↵ects

is much more significant than that estimated in [14]. Given that the normalized NLO+NLP

5
This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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Resummation moves the extracted mass up by 
more than a GeV (closer to the world average)
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Figure 9. Top-quark-mass dependence of the absolute (left) and normalized (right) Mtt̄ di↵erential
cross sections in the threshold region. Only central values of the NLO and NLO+NLP results are
shown here. The NNLO and NNLO+NLP predictions at mt = 172.5 GeV are given for reference.

e.g., Ref. [14], it is instructive to roughly estimate the impact of including the resummation

e↵ects in the fitting procedure.

To determine the top quark mass from kinematic distributions, one collects a set

of observables {Oi} which are theoretically functions of mt, but can be experimentally

measured without referring to a particular mt value. They can be the total cross section as

well as single, double and triple di↵erential cross sections in each bin. For each observable

Oi, one has a theoretical prediction OTH
i (mt) and an experimental measurement OEXP

i .

The top quark mass can then be determined by varying mt in the theoretical results and

requiring a best fit between the set {OTH
i (mt)} and the set {OEXP

i }.5 It can be understood

that in such a procedure, the observables most sensitive to mt are the main driving force

to decide the outcome. These include, in particular, the Mtt̄ distribution near threshold

and related double/triple di↵erential cross sections.

From the above description, it is clear that the outcome of the procedure strongly

depends on the theoretical predictions entering the fit. Especially, the theoretical inputs

for the mt-sensitive observables are of crucial importance. For illustration, we calculate the

averaged Mtt̄ di↵erential cross sections in the range [300, 380] GeV using di↵erent top quark

masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left

plot) and the normalized distribution (right plot). As expected, we observe a strong (and

nearly linear) dependence of the di↵erential cross sections on mt, and a large horizontal

gap between the NLO and the NLO+NLP curves.

Ref. [14] has used the NLO predictions for the normalized di↵erential cross sections to

fit the top quark mass, with the outcome mt ⇡ 171 GeV. From the horizontal dashed line

in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the

NLO+NLP result with mt ⇡ 172.4 GeV. This 1.4 GeV shift caused by the threshold e↵ects

is much more significant than that estimated in [14]. Given that the normalized NLO+NLP

5
This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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Figure 9. Top-quark-mass dependence of the absolute (left) and normalized (right) Mtt̄ di↵erential
cross sections in the threshold region. Only central values of the NLO and NLO+NLP results are
shown here. The NNLO and NNLO+NLP predictions at mt = 172.5 GeV are given for reference.

e.g., Ref. [14], it is instructive to roughly estimate the impact of including the resummation

e↵ects in the fitting procedure.

To determine the top quark mass from kinematic distributions, one collects a set

of observables {Oi} which are theoretically functions of mt, but can be experimentally

measured without referring to a particular mt value. They can be the total cross section as

well as single, double and triple di↵erential cross sections in each bin. For each observable

Oi, one has a theoretical prediction OTH
i (mt) and an experimental measurement OEXP

i .

The top quark mass can then be determined by varying mt in the theoretical results and

requiring a best fit between the set {OTH
i (mt)} and the set {OEXP

i }.5 It can be understood

that in such a procedure, the observables most sensitive to mt are the main driving force

to decide the outcome. These include, in particular, the Mtt̄ distribution near threshold

and related double/triple di↵erential cross sections.

From the above description, it is clear that the outcome of the procedure strongly

depends on the theoretical predictions entering the fit. Especially, the theoretical inputs

for the mt-sensitive observables are of crucial importance. For illustration, we calculate the

averaged Mtt̄ di↵erential cross sections in the range [300, 380] GeV using di↵erent top quark

masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left

plot) and the normalized distribution (right plot). As expected, we observe a strong (and

nearly linear) dependence of the di↵erential cross sections on mt, and a large horizontal

gap between the NLO and the NLO+NLP curves.

Ref. [14] has used the NLO predictions for the normalized di↵erential cross sections to

fit the top quark mass, with the outcome mt ⇡ 171 GeV. From the horizontal dashed line

in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the

NLO+NLP result with mt ⇡ 172.4 GeV. This 1.4 GeV shift caused by the threshold e↵ects

is much more significant than that estimated in [14]. Given that the normalized NLO+NLP

5
This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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About 1.4 GeV difference

Similar behavior for [300,400] GeV range



Summary
➤ The top quark mass, as an important parameter, has been 

measured to high precisions using different methods 

➤ The results of recent indirect measurements are much smaller 
than the world average, which are largely related to a gap 
between theory and data in the low-  threshold region 

➤ We reanalyzed the Coulomb effects in the threshold region 
and found that they lead to better compatibilities between the 
extracted top quark mass and the world average 

➤ Further considerations in the future: 

➤ QED Coulomb effects which are formally NLP 

➤ Beyond NLP: NNLP in NRQCD, top quark width as well as 
electroweak corrections

Mtt̄

25



Backup slides



Results for 8 TeV (note the binning!)

27

3.5

4.5

5.5

6.5)
-1

 G
eV

-3
(1

0
tt

/d
M

σ
 d

σ
1/

CMS
NLO
NNLO
NLO+NLP
NNLO+NLP

=173.3 GeVtLHC 8 TeV, m
NNPDF31_nnlo_as_0118

/4T = Hdef
f
µ = def

rµ

 [345,400] GeV∈ ttM

3.5

4.5

5.5

6.5)
-1

 G
eV

-3
(1

0
tt

/d
M

σ
 d

σ
1/

CMS
NLO
NLO+NLP

=172.5 GeVtLHC 8 TeV, m
NNPDF31_nnlo_as_0118

/4T = Hdef
f
µ = def

rµ

 [345,400] GeV∈ ttM

Figure 11. Normalized di↵erential cross sections at NLO, NNLO, NLO+NLP and NNLO+NLP for
the range 345 GeV  Mtt̄  400 GeV at the 8 TeV LHC, in comparison with the experimental data
in the lepton+jets channel from the CMS collaboration [100]. The left plot uses mt = 173.3 GeV,
while the right one uses mt = 172.5 GeV. For the NNLO and NNLO+NLP results, only the central
values are shown.
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Figure 12. Normalized di↵erential cross sections at NLO and NLO+NLP for the range 340 GeV 
Mtt̄  380 GeV at the 8 TeV LHC, in comparison with the experimental data in the di-lepton
channel from the CMS collaboration [100].

impact of resummation should not be significant for this choice of bin. Indeed, we show

in Fig. 11 the NLO, NLO+NLP, NNLO and NNLO+NLP predictions for the normalized

di↵erential cross sections in this bin. It can be seen that all calculations give similar numeric

results, and agree with the experimental data remarkably well.
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CMS Collaboration: 1505.04480

There was a CMS measurement at the 8 TeV LHC which did not 
find any discrepancy in the low  regionMtt̄
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Figure 11. Normalized di↵erential cross sections at NLO, NNLO, NLO+NLP and NNLO+NLP for
the range 345 GeV  Mtt̄  400 GeV at the 8 TeV LHC, in comparison with the experimental data
in the lepton+jets channel from the CMS collaboration [100]. The left plot uses mt = 173.3 GeV,
while the right one uses mt = 172.5 GeV. For the NNLO and NNLO+NLP results, only the central
values are shown.
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Figure 12. Normalized di↵erential cross sections at NLO and NLO+NLP for the range 340 GeV 
Mtt̄  380 GeV at the 8 TeV LHC, in comparison with the experimental data in the di-lepton
channel from the CMS collaboration [100].

impact of resummation should not be significant for this choice of bin. Indeed, we show

in Fig. 11 the NLO, NLO+NLP, NNLO and NNLO+NLP predictions for the normalized

di↵erential cross sections in this bin. It can be seen that all calculations give similar numeric

results, and agree with the experimental data remarkably well.
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CMS Collaboration: 1505.04480

There was a CMS measurement at the 8 TeV LHC which did not 
find any discrepancy in the low  regionMtt̄

Our calculation shows that the Coulomb effects are also small
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the range 345 GeV  Mtt̄  400 GeV at the 8 TeV LHC, in comparison with the experimental data
in the lepton+jets channel from the CMS collaboration [100]. The left plot uses mt = 173.3 GeV,
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Figure 12. Normalized di↵erential cross sections at NLO and NLO+NLP for the range 340 GeV 
Mtt̄  380 GeV at the 8 TeV LHC, in comparison with the experimental data in the di-lepton
channel from the CMS collaboration [100].

impact of resummation should not be significant for this choice of bin. Indeed, we show

in Fig. 11 the NLO, NLO+NLP, NNLO and NNLO+NLP predictions for the normalized

di↵erential cross sections in this bin. It can be seen that all calculations give similar numeric

results, and agree with the experimental data remarkably well.

– 32 –

CMS Collaboration: 1505.04480

There was a CMS measurement at the 8 TeV LHC which did not 
find any discrepancy in the low  regionMtt̄

Our calculation shows that the Coulomb effects are also small

But that’s simply due to the binning!
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Figure 13. Normalized di↵erential cross sections in the first bin with two choices of the lower
edge. Left: 345 GeV  Mtt̄  400 GeV; Right: 300 GeV  Mtt̄  400 GeV. For the NNLO and
NNLO+NLP results, only the central values are shown.

On the other hand, if the experimental data extends to lower values of Mtt̄, things

will be a bit di↵erent and the results will show some sensitivity to the threshold e↵ects.

Indeed, in the same CMS paper [100] results in the di-lepton channel are also presented.

Here for the Mtt̄ distribution, the first bin is chosen as [340, 380] GeV which contains a

region slightly below the threshold. We show the NLO and NLO+NLP predictions for

such a bin choice in Fig. 12. We do observe a slight deficit of the NLO result compared

to the experimental measurement. And a small correction from the resummation is also

evident.

Had the experimental data extended further downwards, the sensitivity to the resum-

mation e↵ects would be more obvious. In Fig. 13 we compare two choices of the lower

edge of the first bin in the Mtt̄ distribution, while keeping the upper edge at 400 GeV.

The left plot uses the same bin choice as the experimental data in the lepton+jets channel

[100], and is in fact an enlarged version of Fig. 11. We see that all 4 results are similar

here. In the right plot, we extend the bin down to 300 GeV. One immediately finds that

resummation has a big impact on the normalized di↵erential cross sections in this case.

We suggest that it is possible to experimentally verify the di↵erence if one reanalyze the

data in an extended range of the invariant mass.

5 Summary

To summarize, we have investigated single and double di↵erential cross sections for tt̄

production involving the pair invariant massMtt̄, particularly in the threshold regionMtt̄ ⇠
2mt or � ⇠ 0. Theoretical predictions for these observables are rather sensitive to the

value of mt, such that they can be used to extract the top quark mass from experimental

data. The existing experimental studies at the 13 TeV LHC have employed the fixed-order

calculations which did not take into account Coulomb e↵ects of the form 1/� and ln� at

and below the threshold. In this paper, we have performed a comprehensive study of these
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Had one chosen the same binning as 13 TeV, the effects 
should be visible (with enough statistics)!


