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The  puzzle|Vxb | Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
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! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor
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He may look cute, but that 
might be deceiving…
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Figure 66: Combined average on |Vub| and |Vcb| including the LHCb measurement of |Vub|/|Vcb|,
the exclusive |Vub| measurement from B ! ⇡`⌫, and the |Vcb| average from B ! D`⌫, B !

D⇤`⌫ and Bs ! D(⇤)
s µ⌫ measurements. The dashed ellipse corresponds to a 1� two-dimensional

contour (68% of CL). The point with the error bars corresponds to the inclusive |Vcb| from the
kinetic scheme (Sec. 7.2.2), and the inclusive |Vub| from GGOU calculation (Sec. 7.4.3).

access to many observables besides the branching fraction, such as D(⇤) momentum, q2 distri-3111

butions, and measurements of the D⇤ and ⌧ polarisations (see Ref. [611] and references therein3112

for recent calculations).3113

Experiments have measured two ratios of branching fractions defined as3114

R(D) =
B(B ! D⌧⌫⌧ )

B(B ! D`⌫`)
, (228)

R(D⇤) =
B(B ! D⇤⌧⌫⌧ )

B(B ! D⇤`⌫`)
(229)

where ` refers either to electron or µ. These ratios are independent of |Vcb| and to a large extent,3115

also of the B ! D(⇤) form factors. As a consequence, the SM predictions for these ratios are3116

quite precise:3117

• R(D) = 0.298±0.003: which is an average of the predictions from Refs. [612,613]. These3118

predictions use as input the latest results on the B ! D`⌫ form factors from BABAR and3119

Belle, and the most recent lattice calculations [513,521].3120

• R(D⇤) = 0.252±0.005: where the central value and the uncertainty are obtained from an3121

arithmetic average of the predictions from Refs. [613,614]. These calculations are in good3122

186

Flavor Constraints on New Physics Zoltan Ligeti

Figure 3: Some recent measurements in tension with the SM. The horizontal axis shows the nominal sig-
nificance. The vertical axis shows (monotonically, in my opinion) an undefined function of an ill-defined
variable: the theoretical cleanliness. That is, the level of plausibility that a really conservative estimate of
the theory uncertainty of each observable may affect the significance of its deviation from the SM by 1s .
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Figure 4: Left: measurements of R(D(⇤)) [8, 10, 11, 12, 13], their averages [14], the SM predictions [15,
16, 17, 18], and future sensitivity [19]. Right: the measurements, world average (red), and SM prediction.

It is somewhat surprising to find so large deviations from the SM in processes which occur at
tree level. The central values of the current world averages would imply that there has to be new
physics at or below the TeV scale. Some scenarios are excluded by LHC Run 1 bounds already, and
more will soon be constrained by the Run 2 data. To fit the current central values, mediators with
leptoquark or W 0 quantum numbers are preferred, compared to scalars. Leptoquarks are favored if
one requires the NP to be minimally flavor violating (MFV), which helps explain the absence of
other flavor signals and suppress direct production of the new particles at the LHC from partons
abundant in protons [20]. Currently the “simplest" models that fit the data modify the SM four-
fermion operator (after Fierzing), and then the t polarization is not affected, in agreement with its
first measurement [13]. There are even viable scenarios in which B ! D(⇤)tn̄ are SM-like, but
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about a decade

by M. Prim
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Well, a little. But still troublesome..

3
Maybe some change of perspective helps? 

Inclusive World Average 
 (BLNP)|Vub | : |Vcb |
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For global CKM fits we care about 
|Vub | / |Vcb |
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Exclusive |Vub | 

Inclusive |Vcb | 

Exclusive |Vcb | ‘Leptonic’ |Vub | 

pB ¼ pX þ pl þ pν;

p2
B ¼ m2

B; p2
X ¼ m2

X; p2
l ¼ m2

l; p2
ν ¼ 0; ð10Þ

where mX is the mass of the final-state hadronic system.
Semileptonic decays for a fixed mass mX are described by

two kinematic quantities, which can be chosen to be the four-
momentum transfer squared q2 and the energy of the charged
lepton El:

q2 ¼ ðpl þpνÞ2 ¼ ðpB −pXÞ2; m2
l ≤ q2 ≤ ðmB −mXÞ2;

El ¼
pBpl

mB
; ml ≤ El ≤

1

2mB
ðm2

B −m2
X þm2

lÞ: ð11Þ

The two variables are not independent; Fig. 2 shows the
boundaries of the allowed region in the q2-El plane for the
specific case of a B → D%lν̄ decay.
The various semileptonic B decay modes have spectra with

different end points. Figure 3 shows the lepton momentum
spectra for the different B → Xclν and B → Xulν decays,
where Xc and Xu denote hadronic final states containing a
charm quark and an up quark, respectively.

In the context of the heavy-quark expansion (see Sec. II.D)
it is convenient to introduce velocities instead of momenta.
For the case of heavy mesons like B and Dð%Þ mesons we
define

vB ¼ pB

mB
; vDð%Þ ¼

pDð%Þ

mDð%Þ
; w ¼ vBvDð%Þ ; ð12Þ

and the scalar product w of the two velocities is used instead of
the momentum transfer q2 ¼ m2

B þm2
Dð%Þ − 2mBmDð%Þw. The

point w ¼ 1 corresponds to the maximum momentum transfer
to the leptons q2max ¼ ðmB −mDð%Þ Þ2, while q2 ¼ 0 yields the
maximum value of w, thus

1 ≤ w ≤
m2

B þm2
Dð%Þ

2mBmDð%Þ
: ð13Þ

Finally, for heavy-to-light transitions it is useful to define
light-cone components of the momenta. For a decay with the
kinematics given in Eq. (10), it is convenient to define

FIG. 2. Allowed kinematic region in the q2-El plane for B →
D%lν̄ decays. From Korner and Schuler, 1990.

(a)

(b)

FIG. 1. (a) A leptonic B decay (B → lν), and (b) a semileptonic
B decay (B → Xlν).

(a)

(b)

FIG. 3. Lepton momentum distributions for semileptonic B
decays: (a) B → Xclν and (b) B → Xulν. From Aubert et al.,
2006c.
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B-Meson decay constant

Form Factors

Operator Product Expansion+ Fermi Motion / Shape Function

hB|Hµ|P i = (p+ p
0)µ f+
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Operator Product Expansion+ Fermi Motion / Shape Function

hB|Hµ|P i = (p+ p
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‣Caveats on current (recent) results

‣Era of Differential measurements
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State-of-the-Art
- x  more abundant 


- Very similar signature: 


- high momentum lepton, hadronic system


- Clear separation only in corners of phase space


- high , low 

𝒪(100)

Eℓ MX

Measuring  is 
hard due to 

|Vub |
B → Xcℓν̄ℓ 4

9. The Decay B� Xu��

The B meson, being the lightest meson containing a b quark, can only decay via the weak
interaction. In the following I discuss the semileptonic decay B � Xu��, where the final
state consists of a hadronic (Xu) and a leptonic (��) system.

At the energy scale of the B meson mass the propagator term of the virtual W± boson
can be integrated out and the weak interaction is described by the e�ective coupling GF
together with the corresponding CKM matrix elements. However, at this energy scale
the bound state of the two quarks, of which the B meson is composed, is described by
non-perturbative QCD. In case the virtual W± boson decays into a lepton and neutrino
pair there exists no strong interaction between the decay products of the W± and the
hadronic system Xu. Therefore it is possible to factorize the strong and weak interaction
contributions and treat them separately.

The e�ective Standard Model (SM) Lagrangian describing these decays is given by

Le� = �4GF�
2

Vub(u�µPLb)(��µPL�) + h.c., (9.1)

with Fermi’s constant GF, the CKM matrix element Vub and the projection operator
PL = (1� �5)/2. The decay B � ��� is shown at parton level and as an e�ective diagram
in Figure 9.1.

b u

d d

⌫

`+

W+

B0 ⇡�

(a) Parton level Feynman diagram.

B0 ⌫

`+

⇡�

(b) E�ective Feynman diagram.

Figure 9.1.: One possible parton level Feynman diagram (a) and the e�ective Feynman
diagram (b). In the e�ective Feynman diagram, the propagator of the W is
integrated out, i.e. the weak interaction is point-like, and the gluon interactions
are described by the blob.
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FIG. 1. The CKM suppressed and favored inclusive semilep-
tonic processes B ! Xu `+ ⌫` (left) and B ! Xc `

+ ⌫` (right)
for a B0 meson decay.

of the decay dynamics. The determination of |Vub| using
inclusive decays is very challenging due to the large back-
ground from the CKM-favored B ! Xc `+ ⌫` process.
Both processes have a very similar decay signature in
the form of a high momentum lepton, a hadronic system,
and missing energy from the neutrino that escapes detec-
tion. Figure 1 shows an illustration of both processes for
a B0-meson decay. A clear separation of the processes is
only possible in kinematic regions where B ! Xc `+ ⌫`
is kinematically forbidden. In these regions, however,
non-perturbative shape functions enter the description
of the decay dynamics, making predictions for the decay
rates dependent on the precise modeling. These functions
parametrize at leading order the Fermi motion of the b
quark inside the B meson. Properties of the leading-
order ⇤QCD/mb shape function can be determined using
the photon energy spectrum of B ! Xs � decays and mo-
ments of the lepton energy or hadronic invariant mass in
semileptonic B decays [10–12], but the modeling of both
the leading and subleading shape functions introduces
large theory uncertainties on the decay rate. In the fu-
ture, more model-independent approaches aim to directly
measure the leading-order shape function [13, 14].

As such methods are not yet realized, it is beneficial
to extend the measurement region as much as possible
into the B ! Xc `+ ⌫` dominated phase space. This
was done, e.g., by Refs. [15, 16]. This reduces the the-
ory uncertainties on the predicted partial rates [17–22],
although making the measurement more prone to sys-
tematic uncertainties. This strategy is also adopted in
the measurement described in this paper.

The corresponding world averages of |Vub| from both
exclusive and inclusive determinations are [6]:

|V excl.
ub | = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 , (1)

|V incl.
ub | =

⇣
4.32 ± 0.12+0.12

�0.13

⌘
⇥ 10�3 . (2)

Here the uncertainties are experimental and from theory.
Both world averages exhibit a disagreement of about 3
standard deviations between them. This disagreement is
limiting the reach of present-day precision tests of the
KM mechanism and searches for loop-level new physics,
see e.g. Ref.[23] for a recent analysis.

One important experimental method to extend the
probed B ! Xu `+ ⌫` phase space into regions dominated
by B ! Xc `+ ⌫` transitions is the full reconstruction
of the second B meson of the e+ e�

! ⌥(4S) ! BB̄

process. This process is referred to as “tagging” and
allows for the reconstruction of the hadronic X sys-
tem of the semileptonic process. In addition, the neu-
trino four-momentum can be reconstructed. Properties
of both are instrumental to distinguish B ! Xu `+ ⌫`
and B ! Xc `+ ⌫` processes. In this manuscript the re-
construction of the second B meson and the separation of
B ! Xu `+ ⌫` from B ! Xc `+ ⌫` processes were carried
out using machine learning approaches. Several neural
networks were trained to identify correctly reconstructed
tag-side B mesons. The distinguishing variables of the
classification algorithm were carefully selected in order
not to introduce a bias in the measured partial branch-
ing fractions. In addition, the modeling of backgrounds
was validated in B ! Xc `+ ⌫` enriched selections. We
report the measurement of three partial branching frac-
tions, covering 30% - 85% of the accessible B ! Xu `+ ⌫`
phase space. The measurement of fully di↵erential dis-
tributions, which allow one to determine the leading and
subleading shape functions, is left for future work.

The main improvement over the previous Belle result
of Ref. [16] lies in the adoption of a more e�cient tagging
algorithm for the reconstruction of the second B meson
and the improvements of the B ! Xu `+ ⌫` signal and
B ! Xc `+ ⌫` background descriptions. In addition, the
full Belle data set of 711 fb�1 is analyzed and we avoid
the direct use of kinematic properties of the candidate
semileptonic decay in the background suppression. After
the final selection we retain a factor of approximatively
1.8 times more signal events than the previous analysis.

The remainder of this manuscript is organized as fol-
lows: Section II provides an overview of the data set
and the simulated signal and background samples, that
were used in the analysis. Section III details the analy-
sis strategy and reconstruction of the hadronic X system
of the semileptonic decay. Section IV introduces the fit
procedure used to separate B ! Xu `+ ⌫` signal from
background contributions. Section V lists the system-
atic uncertainties a↵ecting the measurements and Sec-
tion VI summarizes sideband studies central to validate
the modeling of the crucial B ! Xc `+ ⌫` background
processes. Finally, Section VII shows the selected sig-
nal events and compares them with the expectation from
simulation. In Section VIII the measured partial branch-
ing fractions and subsequent values of |Vub| are discussed.
Section IX presents our conclusions.

II. DATA SET AND SIMULATED SAMPLES

The analysis utilizes the full Belle data set of
(772 ± 10) ⇥ 106 B meson pairs, which were produced
at the KEKB accelerator complex [24] with a center-of-
mass energy of

p
s = 10.58 GeV corresponding to the

⌥(4S) resonance. In addition, 79 fb�1 of collision events
recorded 60MeV below the ⌥(4S) resonance peak are
used to derive corrections and for cross-checks.

The Belle detector is a large-solid-angle magnetic spec-

7

were determined in Ref. [53] from a fit to B ! Xc `
+ ⌫`

and B ! Xs� decay properties. At leading order, the
non-perturbative parameter aKN is related to the aver-
age momentum squared of the b quark inside the B meson
and determines the second moment of the shape function.

It is defined as aKN = �3⇤
2
/�1 � 1 with the binding en-

ergy ⇤ = mB � mKN
b and the kinetic energy parameter

�1. The hadronization of the parton-level B ! Xu `
+ ⌫`

DFN simulation is carried out using the JETSET al-
gorithm [54], producing final states with two or more
mesons. The inclusive and exclusive B ! Xu `

+ ⌫` pre-
dictions are combined using a so-called ‘hybrid’ approach,
which is a method originally suggested by Ref. [55], and
our implementation closely follows Ref. [56] and uses the
library of Ref. [57]. To this end, we combine both pre-
dictions such that the partial branching fractions in the
triple di↵erential rate of the inclusive (�B

incl
ijk ) and com-

bined exclusive (�B
excl
ijk ) predictions reproduce the inclu-

sive values. This is achieved by assigning weights to the
inclusive contributions wijk such that

�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (9)

with i, j, k denoting the corresponding bin in the three
dimensions of q2, EB

` , and MX :

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-
tion, we also determine weights using the BLNP model
of Ref. [58] and treat the di↵erence later as a systematic
uncertainty. For the b quark mass in the shape-function
scheme we use mSF

b = 4.61 GeV and µ2 SF
⇡ = 0.20 GeV2.

Figures detailing the hybrid model construction can be
found in Appendix A.

Table I summarizes the branching fractions for the sig-
nal and the important B ! Xc `

+ ⌫` background pro-
cesses that were used. Figure 2 shows the generator-
level distributions and yields of B ! Xc `

+ ⌫` and
B ! Xu `

+ ⌫` after the tag-side reconstruction (cf. Sec-
tion III). The B ! Xu `

+ ⌫` yields were scaled up by a
factor of 50 to make them visible. A clear separation can
be obtained at low values of MX and high values of EB

` .

III. ANALYSIS STRATEGY, HADRONIC
TAGGING, AND X RECONSTRUCTION

A. Neutral Network Based Tag Side
Reconstruction

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [59]. The algorithm re-
constructs one of the B mesons produced in the col-
lision event using hadronic decay channels. We label

FIG. 2. The generator-level EB
` and MX distributions

of the CKM suppressed and favored inclusive semileptonic
processes, B ! Xu `+ ⌫` (scaled up by a factor of 50) and
B ! Xc `

+ ⌫`, respectively, are shown, using the models de-
scribed in the text.

such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: at the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
K0

S candidates. At the second stage, these candidate
particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines
the information from all previous stages to form Btag

candidates. The viability of such combinations is again
assessed by a neural network that was trained to dis-
tinguish correctly reconstructed candidates from wrong
combinations and whose output classifier score we denote
by OFR. Over 1104 decay cascades are reconstructed in
this manner, achieving an e�ciency of 0.28% and 0.18%
for charged and neutral B meson pairs [60], respectively.
Finally, the output of this classifier is used as an input

Vub =
Δℬ(B → Xuℓν̄ℓ)
τ ΔΓ(B → Xuℓν̄ℓ)

Theory error gets large

Experimental uncert. small

high cut

Theory error gets small

Experimental uncert. large

low cut

The experimenter’s dilemma illustrated with :EB
ℓ
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Hadronic TaggingThe Belle Experiment
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stage particles

1 tracks, KS , �, ⇡0

2 D
±
(s), D

0, and J/ mesons

3 D
⇤±
(s) and D

⇤0 mesons

4 B
± and B

0 mesons

Table 1: The 4 stages of the hierarchical system

to be the correct probability, we get:

op =
1

1 + ( 1
ot

� 1)Pp(B)
Pp(S)

Pt(S)
Pt(B)

. (20)

This formula is used in the full reconstruction algorithm described in the next
section to calculate the signal probability for modes with low purity so that the
signal fraction had to be increased for the network training.

3. Selection and Reconstruction

In order to reconstruct as many B meson decays as possible, it is not possible
to take care of the thousands of exclusive decay channels individually. Instead
a hierarchical approach was chosen. We divide the reconstruction into 4 stages,
as shown in table 1 and illustrated in figure 3.

Figure 3: The 4 stages of the full reconstruction

One aim of the full reconstruction is to achieve high e�ciency. This could in
theory be done by always reconstructing every possible candidate at all stages
in an event and then finally taking the best B meson candidate. In practice
however, the computing power needed to pursue this maximum e�ciency strat-
egy is not available and it is necessary to perform cuts during the selection and

7
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FIG. 3. The resolution of the reconstructed MX and q2

values for B ! Xu `+ ⌫` signal is shown as a residual with
respect to the generated values.

by using a machine learning based classification with
boosted decision trees (BDTs). Note that all momenta
are in the center-of-mass frame of the colliding e+e�-pair.
These features are:

1. M2
miss: The average B ! Xc `+ ⌫` multiplicity is

higher than B ! Xu `+ ⌫`, broadening the missing
mass squared distribution.

2. D⇤ veto: We search for low momentum neu-
tral and charged pions in the X system with
|p⇡| < 220 MeV, compatible with a D⇤

! D⇡
transition. The key idea of this is that due to the
small available phase space from the small mass dif-
ference between the D⇤ and D mesons, the flight
direction of the slow pion is strongly correlated with
the D⇤ momentum direction. The energy and mo-
mentum of a D⇤ candidate can thus be approxi-
mated as

ED
⇤ =

mD
⇤

mD
⇤ � mD

⇥ E⇡ ,

pD
⇤ = p⇡ ⇥

q
E2

D
⇤ � m2

D
⇤

|p⇡|
, (17)

with mD
⇤ and mD denoting the D⇤ and D meson

masses, respectively, and E⇡ =
q

m2
⇡ + |p⇡|

2 is the

energy of the slow pion. Using the D⇤ candidate
four momentum pD⇤ = (ED

⇤ ,pD
⇤) we can calcu-

late

M2
miss,D

⇤ =
�
psig � pD⇤ � p`

�2
,

cos ✓B,D
⇤
` =

2EbeamED
⇤
` � m2

B � m2
D

⇤
`

2|pB ||pD
⇤
`|

,

cos ✓⇤ =
p` · pD

⇤

|p`||pD
⇤ |

, (18)

with pD⇤
` = pD⇤ + p` = (ED

⇤
`,pD

⇤
`) and

|pB | =
q

E2
B � m2

B . These three variables are used
exclusively for events with charged and neutral slow
pion candidates.

3. Kaons: We identify the number of K+ candidates
using the particle-identification likelihood, cf. Sec-
tion II. In addition, we reconstruct K0

S candidates
from displaced tracks found in the X system.

4. Bsig vertex fit: The charmed mesons produced

in B ! Xc `+ ⌫` transitions exhibit a longer life-
time than their charmless counterparts produced
in B ! Xu `+ ⌫` decays. This can be exploited
by carrying out a vertex fit using the lepton and
all charged constituents, not identified as kaons, of
the X system and we use its �2 value as a discrim-
inator.

5. Qtot: The total event charge as calculated from
the X system plus lepton on the signal and from
the Btag constituents. Due to the larger average

multiplicity of B ! Xc `+ ⌫`, the expected net zero
event charge is more often violated in comparison
to B ! Xu `+ ⌫` candidate events.

We use the BDT implementation of Ref. [61] and train a
classifier OBDT with simulated B ! Xu `+ ⌫` and B !

Xc `+ ⌫` events, which we discard in the later analysis.
Ref. [61] uses optimized boosting and pruning procedures
to maximize the classification performance. We choose
a selection criteria on OBDT that rejects 98.7% of B !

Xc `+ ⌫` and retains 18.5% of B ! Xu `+ ⌫` signal. This
working point was chosen by maximizing the significance
of the most inclusive partial branching fraction, taking
into account the full set of systematic uncertainties and
the full analysis procedure. The stability of the result as
a function of the BDT selection is further discussed in
Section VIII.

Table II lists the e�ciencies for signal and B !

Xc `+ ⌫` background for the Mbc and the BDT selections.
Figure 4 shows the output classifier of the background
suppression BDT for MC and data. The classifier output
shows good agreement between simulated and observed
data over the full range. A comparison of the shape of
all input variables for B ! Xu `+ ⌫` and B ! Xc `+ ⌫`,
and further MC and data comparisons can be found in
Appendix B.
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FIG. 3. The resolution of the reconstructed MX and q2

values for B ! Xu `+ ⌫` signal is shown as a residual with
respect to the generated values.

by using a machine learning based classification with
boosted decision trees (BDTs). Note that all momenta
are in the center-of-mass frame of the colliding e+e�-pair.
These features are:

1. M2
miss: The average B ! Xc `+ ⌫` multiplicity is

higher than B ! Xu `+ ⌫`, broadening the missing
mass squared distribution.

2. D⇤ veto: We search for low momentum neu-
tral and charged pions in the X system with
|p⇡| < 220 MeV, compatible with a D⇤

! D⇡
transition. The key idea of this is that due to the
small available phase space from the small mass dif-
ference between the D⇤ and D mesons, the flight
direction of the slow pion is strongly correlated with
the D⇤ momentum direction. The energy and mo-
mentum of a D⇤ candidate can thus be approxi-
mated as

ED
⇤ =

mD
⇤

mD
⇤ � mD

⇥ E⇡ ,

pD
⇤ = p⇡ ⇥

q
E2
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, (17)

with mD
⇤ and mD denoting the D⇤ and D meson

masses, respectively, and E⇡ =
q

m2
⇡ + |p⇡|

2 is the

energy of the slow pion. Using the D⇤ candidate
four momentum pD⇤ = (ED
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⇤) we can calcu-

late
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, (18)

with pD⇤
` = pD⇤ + p` = (ED

⇤
`,pD

⇤
`) and

|pB | =
q

E2
B � m2

B . These three variables are used
exclusively for events with charged and neutral slow
pion candidates.

3. Kaons: We identify the number of K+ candidates
using the particle-identification likelihood, cf. Sec-
tion II. In addition, we reconstruct K0

S candidates
from displaced tracks found in the X system.

4. Bsig vertex fit: The charmed mesons produced

in B ! Xc `+ ⌫` transitions exhibit a longer life-
time than their charmless counterparts produced
in B ! Xu `+ ⌫` decays. This can be exploited
by carrying out a vertex fit using the lepton and
all charged constituents, not identified as kaons, of
the X system and we use its �2 value as a discrim-
inator.

5. Qtot: The total event charge as calculated from
the X system plus lepton on the signal and from
the Btag constituents. Due to the larger average

multiplicity of B ! Xc `+ ⌫`, the expected net zero
event charge is more often violated in comparison
to B ! Xu `+ ⌫` candidate events.

We use the BDT implementation of Ref. [61] and train a
classifier OBDT with simulated B ! Xu `+ ⌫` and B !

Xc `+ ⌫` events, which we discard in the later analysis.
Ref. [61] uses optimized boosting and pruning procedures
to maximize the classification performance. We choose
a selection criteria on OBDT that rejects 98.7% of B !

Xc `+ ⌫` and retains 18.5% of B ! Xu `+ ⌫` signal. This
working point was chosen by maximizing the significance
of the most inclusive partial branching fraction, taking
into account the full set of systematic uncertainties and
the full analysis procedure. The stability of the result as
a function of the BDT selection is further discussed in
Section VIII.

Table II lists the e�ciencies for signal and B !

Xc `+ ⌫` background for the Mbc and the BDT selections.
Figure 4 shows the output classifier of the background
suppression BDT for MC and data. The classifier output
shows good agreement between simulated and observed
data over the full range. A comparison of the shape of
all input variables for B ! Xu `+ ⌫` and B ! Xc `+ ⌫`,
and further MC and data comparisons can be found in
Appendix B.
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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FIG. 3. The resolution of the reconstructed MX and q2

values for B ! Xu `+ ⌫` signal is shown as a residual with
respect to the generated values.

by using a machine learning based classification with
boosted decision trees (BDTs). Note that all momenta
are in the center-of-mass frame of the colliding e+e�-pair.
These features are:

1. M2
miss: The average B ! Xc `+ ⌫` multiplicity is

higher than B ! Xu `+ ⌫`, broadening the missing
mass squared distribution.

2. D⇤ veto: We search for low momentum neu-
tral and charged pions in the X system with
|p⇡| < 220 MeV, compatible with a D⇤

! D⇡
transition. The key idea of this is that due to the
small available phase space from the small mass dif-
ference between the D⇤ and D mesons, the flight
direction of the slow pion is strongly correlated with
the D⇤ momentum direction. The energy and mo-
mentum of a D⇤ candidate can thus be approxi-
mated as

ED
⇤ =

mD
⇤

mD
⇤ � mD

⇥ E⇡ ,

pD
⇤ = p⇡ ⇥

q
E2

D
⇤ � m2

D
⇤

|p⇡|
, (17)

with mD
⇤ and mD denoting the D⇤ and D meson

masses, respectively, and E⇡ =
q

m2
⇡ + |p⇡|

2 is the

energy of the slow pion. Using the D⇤ candidate
four momentum pD⇤ = (ED

⇤ ,pD
⇤) we can calcu-

late

M2
miss,D

⇤ =
�
psig � pD⇤ � p`

�2
,

cos ✓B,D
⇤
` =

2EbeamED
⇤
` � m2

B � m2
D

⇤
`

2|pB ||pD
⇤
`|

,

cos ✓⇤ =
p` · pD

⇤

|p`||pD
⇤ |

, (18)

with pD⇤
` = pD⇤ + p` = (ED

⇤
`,pD

⇤
`) and

|pB | =
q

E2
B � m2

B . These three variables are used
exclusively for events with charged and neutral slow
pion candidates.

3. Kaons: We identify the number of K+ candidates
using the particle-identification likelihood, cf. Sec-
tion II. In addition, we reconstruct K0

S candidates
from displaced tracks found in the X system.

4. Bsig vertex fit: The charmed mesons produced

in B ! Xc `+ ⌫` transitions exhibit a longer life-
time than their charmless counterparts produced
in B ! Xu `+ ⌫` decays. This can be exploited
by carrying out a vertex fit using the lepton and
all charged constituents, not identified as kaons, of
the X system and we use its �2 value as a discrim-
inator.

5. Qtot: The total event charge as calculated from
the X system plus lepton on the signal and from
the Btag constituents. Due to the larger average

multiplicity of B ! Xc `+ ⌫`, the expected net zero
event charge is more often violated in comparison
to B ! Xu `+ ⌫` candidate events.

We use the BDT implementation of Ref. [61] and train a
classifier OBDT with simulated B ! Xu `+ ⌫` and B !

Xc `+ ⌫` events, which we discard in the later analysis.
Ref. [61] uses optimized boosting and pruning procedures
to maximize the classification performance. We choose
a selection criteria on OBDT that rejects 98.7% of B !

Xc `+ ⌫` and retains 18.5% of B ! Xu `+ ⌫` signal. This
working point was chosen by maximizing the significance
of the most inclusive partial branching fraction, taking
into account the full set of systematic uncertainties and
the full analysis procedure. The stability of the result as
a function of the BDT selection is further discussed in
Section VIII.

Table II lists the e�ciencies for signal and B !

Xc `+ ⌫` background for the Mbc and the BDT selections.
Figure 4 shows the output classifier of the background
suppression BDT for MC and data. The classifier output
shows good agreement between simulated and observed
data over the full range. A comparison of the shape of
all input variables for B ! Xu `+ ⌫` and B ! Xc `+ ⌫`,
and further MC and data comparisons can be found in
Appendix B.
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Hadronic TaggingThe Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.
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FIG. 3. The resolution of the reconstructed MX and q2

values for B ! Xu `+ ⌫` signal is shown as a residual with
respect to the generated values.

by using a machine learning based classification with
boosted decision trees (BDTs). Note that all momenta
are in the center-of-mass frame of the colliding e+e�-pair.
These features are:

1. M2
miss: The average B ! Xc `+ ⌫` multiplicity is

higher than B ! Xu `+ ⌫`, broadening the missing
mass squared distribution.

2. D⇤ veto: We search for low momentum neu-
tral and charged pions in the X system with
|p⇡| < 220 MeV, compatible with a D⇤

! D⇡
transition. The key idea of this is that due to the
small available phase space from the small mass dif-
ference between the D⇤ and D mesons, the flight
direction of the slow pion is strongly correlated with
the D⇤ momentum direction. The energy and mo-
mentum of a D⇤ candidate can thus be approxi-
mated as

ED
⇤ =

mD
⇤

mD
⇤ � mD

⇥ E⇡ ,

pD
⇤ = p⇡ ⇥

q
E2

D
⇤ � m2

D
⇤

|p⇡|
, (17)

with mD
⇤ and mD denoting the D⇤ and D meson

masses, respectively, and E⇡ =
q

m2
⇡ + |p⇡|

2 is the

energy of the slow pion. Using the D⇤ candidate
four momentum pD⇤ = (ED

⇤ ,pD
⇤) we can calcu-

late

M2
miss,D

⇤ =
�
psig � pD⇤ � p`

�2
,

cos ✓B,D
⇤
` =

2EbeamED
⇤
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B � m2
D

⇤
`

2|pB ||pD
⇤
`|

,

cos ✓⇤ =
p` · pD

⇤

|p`||pD
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, (18)

with pD⇤
` = pD⇤ + p` = (ED

⇤
`,pD

⇤
`) and

|pB | =
q

E2
B � m2

B . These three variables are used
exclusively for events with charged and neutral slow
pion candidates.

3. Kaons: We identify the number of K+ candidates
using the particle-identification likelihood, cf. Sec-
tion II. In addition, we reconstruct K0

S candidates
from displaced tracks found in the X system.

4. Bsig vertex fit: The charmed mesons produced

in B ! Xc `+ ⌫` transitions exhibit a longer life-
time than their charmless counterparts produced
in B ! Xu `+ ⌫` decays. This can be exploited
by carrying out a vertex fit using the lepton and
all charged constituents, not identified as kaons, of
the X system and we use its �2 value as a discrim-
inator.

5. Qtot: The total event charge as calculated from
the X system plus lepton on the signal and from
the Btag constituents. Due to the larger average

multiplicity of B ! Xc `+ ⌫`, the expected net zero
event charge is more often violated in comparison
to B ! Xu `+ ⌫` candidate events.

We use the BDT implementation of Ref. [61] and train a
classifier OBDT with simulated B ! Xu `+ ⌫` and B !

Xc `+ ⌫` events, which we discard in the later analysis.
Ref. [61] uses optimized boosting and pruning procedures
to maximize the classification performance. We choose
a selection criteria on OBDT that rejects 98.7% of B !

Xc `+ ⌫` and retains 18.5% of B ! Xu `+ ⌫` signal. This
working point was chosen by maximizing the significance
of the most inclusive partial branching fraction, taking
into account the full set of systematic uncertainties and
the full analysis procedure. The stability of the result as
a function of the BDT selection is further discussed in
Section VIII.

Table II lists the e�ciencies for signal and B !

Xc `+ ⌫` background for the Mbc and the BDT selections.
Figure 4 shows the output classifier of the background
suppression BDT for MC and data. The classifier output
shows good agreement between simulated and observed
data over the full range. A comparison of the shape of
all input variables for B ! Xu `+ ⌫` and B ! Xc `+ ⌫`,
and further MC and data comparisons can be found in
Appendix B.
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
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m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2
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tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.

+ 9 other 
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.
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` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2
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(Slightly lower ) EeDirect cuts on  problematic
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FIG. 14. The shape of the input variables for the B ! Xc `
+ ⌫` background suppression BDT are shown. For details and

definitions see Section III C.

m2
miss = (pBsig
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2

≈ m2
ν = 0 GeV

26

FIG. 14. The shape of the input variables for the B ! Xc `
+ ⌫` background suppression BDT are shown. For details and

definitions see Section III C.
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FIG. 5. (Top) The MX and q2 spectra of the selected candidates prior to applying the background BDT are shown.
(Bottom) The EB

` spectrum of the selected candidates prior to applying the background BDT are shown for events with
MX < 1.7 GeV and MX > 1.7 GeV.

or other statistical uncertainties, are treated as uncorre-
lated. Both cases can be expressed as ⌃ks = �ks ⌦ �ks

or ⌃ks = Diag
⇣
�ks

2
⌘
, respectively. For particle identi-

fication uncertainties, we estimate ⌃ks using sets of cor-
rection tables, sampled according to their statistical and
systematic uncertainties. The systematic NPs are incor-
porated in Eq. 21 by rewriting the fractions fik for all
templates as

fik =
⌘MC
ikP
j ⌘MC

jk

!
⌘MC
ik (1 + ✓ik)P

j ⌘MC
jk

�
1 + ✓jk

� , (26)

to take into account changes in the signal or background
shape. Here ⌘MC

ik denotes the predicted number of MC
events of a given bin i and a process k, and ✓ik is the
associated nuisance parameter constrained by Gk.

VI. B ! Xc`⌫̄` CONTROL REGION

Figure 5 compares the reconstructed MX , q2, and EB
`

distributions with the expectation from MC before ap-
plying the background suppression BDT. All corrections

are applied and the MC uncertainty contains all system-
atic uncertainties discussed in Section V. The agreement
of MX and q2 is excellent, but some di↵erences in the
shape of the lepton momentum spectrum are seen. This
is likely due to imperfections of the modeling of the inclu-
sive B ! Xc `+ ⌫` background. The discrepancy reduces
in the MX < 1.7 GeV region. The main results of this
paper will be produced by fitting q2 and MX in two di-
mensions. We use the lepton spectrum to measure the
same regions of phase space, to validate the obtained re-
sults.

VII. B ! Xu `+ ⌫` SIGNAL REGION

Figure 6 shows the reconstructed MX , q2, and EB
`

distributions after the BDT selection is applied. The
B ! Xu `+ ⌫` contribution is now clearly visible at
low MX and high EB

` , while the reconstructed events
and the MC expectation show good agreement. The
B ! Xc `+ ⌫` background is dominated by contributions
from B ! D `+ ⌫` and B ! D⇤ `+ ⌫` decays, and the
remaining background is predominantly from secondary
leptons, and misidentified lepton candidates.

q2 = (pB − pX)2MX = p2
XHadronic Mass

MX ≈ mD,D*

Four-momentum transfer

squared

Lepton Energy in 

signal B frame

Signal enriched Signal depleted

Signal

Xc Bkg
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FIG. 6. The MX , q2 and EB
` spectra after applying the background BDT but before the fit are shown. The B ! Xu `+ ⌫`

contribution is shown in red and scaled to the world average of B(B ! Xu `+ ⌫`) = (2.13± 0.30) ⇥ 10�3. The data and MC
agreement is reasonable in all variables. The EB

` spectra is shown with selections of MX < 1.7GeV and MX > 1.7GeV. The
cut of MX < 1.7GeV is later used in the fit to reduce the dependence on the B ! Xc `

+ ⌫` modeling of higher charmed states.

Signal enriched Signal depleted

q2 = (pB − pX)2MX = p2
XHadronic Mass Four-momentum transfer


squared

Signal

Xc Bkg

Lepton Energy in 

signal B frame
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Ok, but what’s the problem? 7

gorithm [47], producing final states with two or more385

mesons. The inclusive and exclusive B ! Xu `
+ ⌫` pre-386

dictions are combined using a so-called ‘hybrid’ approach,387

which is a method originally suggested by Ref. [48], and388

our implementation closely follows Ref. [49] and uses the389

library of Ref. [50]. To this end, we combine both pre-390

dictions such that the partial branching fractions in the391

triple di↵erential rate of the inclusive (�B
incl
ijk ) and com-392

bined exclusive (�B
excl
ijk ) predictions reproduce the inclu-393

sive values. This is achieved by assigning weights to the394

inclusive contributions wijk such that395

�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (9)

with i, j, k denoting the corresponding bin in the three396

dimensions of q2, EB
` , and MX :397

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-398

tion, we also determine weights using the BLNP model399

of Ref. [51] and treat the di↵erence later as a systematic400

uncertainty. For the b quark mass in the shape-function401

scheme we use mSF
b = 4.61 GeV and µ2 SF

⇡ = 0.20 GeV2.402

Figures detailing the hybrid model construction can be403

found in Appendix A.404

Table I summarizes the branching fractions for the sig-405

nal and the important B ! Xc `
+ ⌫` background pro-406

cesses that were used. Figure 2 shows the generator-407

level distributions and yields of B ! Xc `
+ ⌫` and408

B ! Xu `
+ ⌫` after the tag-side reconstruction (cf. Sec-409

tion III). The B ! Xu `
+ ⌫` yields were scaled up by a410

factor of 50 to make them visible. A clear separation can411

be obtained at low values of MX and high values of EB
` .412

III. ANALYSIS STRATEGY, HADRONIC413

TAGGING, AND X RECONSTRUCTION414

A. Neutral Network Based Tag Side415

Reconstruction416

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [52]. The algorithm re-
constructs one of the B mesons produced in the col-
lision event using hadronic decay channels. We label
such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: at the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
K0

S candidates. At the second stage, these candidate
particles are combined into heavier meson candidates

FIG. 2. The generator-level EB
` and MX distributions

of the CKM suppressed and favored inclusive semileptonic
processes, B ! Xu `+ ⌫` (scaled up by a factor of 50) and
B ! Xc `

+ ⌫`, respectively, are shown, using the models de-
scribed in the text.

(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ + and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines
the information from all previous stages to form Btag

candidates. The viability of such combinations is again
assessed by a neural network that was trained to dis-
tinguish correctly reconstructed candidates from wrong
combinations and whose output classifier score we denote
by OFR. Over 1104 decay cascades are reconstructed in
this manner, achieving an e�ciency of 0.28% and 0.18%
for charged and neutral B meson pairs [53], respectively.
Finally, the output of this classifier is used as an input
and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-

reduced

to an acceptable level

Comes at a cost
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TABLE VII. The fitted yields separated in electron and muon candidates, as well as in charged or neutral B mesons.

Decay mode b⌘sig b⌘bkg 103
�
✏tag · ✏sel

�
103�B

B+
! Xu`

+⌫ 915± 56± 65 3667± 77± 64 0.30± 0.13 1.65± 0.10± 0.18
B0

! Xu`
+⌫ 876± 58± 65 3375± 76± 64 0.33± 0.11 1.51± 0.09± 0.16

B ! Xue
+⌫ 866± 56± 64 3315± 75± 65 0.31± 0.12 1.56± 0.10± 0.17

B ! Xuµ
+⌫ 940± 58± 74 3712± 78± 73 0.32± 0.13 1.63± 0.10± 0.18

E. ADDITIONAL FIT DETAILS TO THE LEPTON FLAVOR UNIVERSALITY AND WEAK
ANNIHILATION TESTS

The fitted yields of the two-dimensional fit to MX : q2 separated in electron and muon candidates, as well as in
charged or neutral B mesons are listed in Table VII.

F. BDT EFFICIENCIES

Figure 22 shows the e�ciency of the BDT selection as a function of the reconstructed variables q2, MX , and the
lepton energy EB

` for simulated B ! Xu `+ ⌫` events. Although we avoided using these variables in the boosted
decision tree, a residual dependence on the kinematic variables is seen. For instance the e�ciency increases with an
increase in EB

` and a decrease with respect to high q2. The e�ciency on the hadronic mass MX is relatively flat. This
e�ciency dependence is linked to the used variables in the BDT. Although we carefully avoided kinematic variables
that would allow the BDT to learn these kinematic properties, there are indirect connections: e.g. high EB

` final
states have a lower multiplicity as they are dominated by B ! ⇡`⌫̄` decays. Further, their corresponding hadronic
system carries little momentum and on average such decays retain a better resolution in discriminating variables of
the background suppression BDT. A concrete example is M2

miss (cf. Figure 15): high multiplicity B ! Xu `+ ⌫` decays
will retain a larger tail in this variable and will be selected with a lower e�ciency by the BDT.

FIG. 22. The B ! Xu `+ ⌫` e�ciency after the BDT selection is shown as a function of the reconstructed kinematic variables
(EB

` , MX , q2) used in the signal extraction. The bottom right plot shows the e�ciencies in the bins of MX : q2 and the binning
can be found in the text. The uncertainties are statistical only.
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FIG. 15. The shape of the input variables for the B ! Xc `
+ ⌫` background suppression BDT are shown. For details and

definitions see Section III C.
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9. The Decay B� Xu��

The B meson, being the lightest meson containing a b quark, can only decay via the weak
interaction. In the following I discuss the semileptonic decay B � Xu��, where the final
state consists of a hadronic (Xu) and a leptonic (��) system.

At the energy scale of the B meson mass the propagator term of the virtual W± boson
can be integrated out and the weak interaction is described by the e�ective coupling GF
together with the corresponding CKM matrix elements. However, at this energy scale
the bound state of the two quarks, of which the B meson is composed, is described by
non-perturbative QCD. In case the virtual W± boson decays into a lepton and neutrino
pair there exists no strong interaction between the decay products of the W± and the
hadronic system Xu. Therefore it is possible to factorize the strong and weak interaction
contributions and treat them separately.

The e�ective Standard Model (SM) Lagrangian describing these decays is given by

Le� = �4GF�
2

Vub(u�µPLb)(��µPL�) + h.c., (9.1)

with Fermi’s constant GF, the CKM matrix element Vub and the projection operator
PL = (1� �5)/2. The decay B � ��� is shown at parton level and as an e�ective diagram
in Figure 9.1.

b u

d d

⌫

`+

W+

B0 ⇡�

(a) Parton level Feynman diagram.

B0 ⌫

`+

⇡�

(b) E�ective Feynman diagram.

Figure 9.1.: One possible parton level Feynman diagram (a) and the e�ective Feynman
diagram (b). In the e�ective Feynman diagram, the propagator of the W is
integrated out, i.e. the weak interaction is point-like, and the gluon interactions
are described by the blob.
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FIG. 1. The CKM suppressed and favored inclusive semilep-
tonic processes B ! Xu `+ ⌫` (left) and B ! Xc `

+ ⌫` (right)
for a B0 meson decay.

was done e.g. by Refs. [10, 11]. This reduces the the-69

ory uncertainties on the predicted partial rates [12–15],70

although making the measurement more prone to sys-71

tematic uncertainties. This strategy is also adopted in72

the measurement described in this paper.73

The corresponding world averages of |Vub| from both
exclusive and inclusive determinations are [4]:

|V excl.
ub | = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 , (2)

|V incl.
ub | =

⇣
4.32 ± 0.12+0.12

�0.13

⌘
⇥ 10�3 . (3)

Here the uncertainties are experimental and from theory.74

Both world averages exhibit a sizeable tension of about75

3 standard deviations between them. This severely lim-76

its the possibility for future precision tests of the CKM77

mechanism.78

One central experimental method to extend the probed79

B ! Xu `+ ⌫` phase-space into region dominated by80

the B ! Xc `+ ⌫` is the full reconstruction of the sec-81

ond B meson of the e+ e�
! ⌥(4S) ! BB̄ process.82

This allows for the reconstruction of the hadronic X sys-83

tem of the semileptonic process. In addition, the neu-84

trino four-momentum can be reconstructed. Properties85

of both are instrumental to distinguish B ! Xu `+ ⌫`86

from B ! Xc `+ ⌫` processes. In this manuscript the87

classification of both processes is carried out using ma-88

chine learning approaches. The distinguishing variables89

of the machine learning algorithm were carefully selected90

in order not to introduce a bias in the measured par-91

tial branching fractions. In addition, the modelling of92

backgrounds was validated in B ! Xc `+ ⌫` enriched se-93

lections. We report the measurement of three partial94

branching fractions, covering 30% - 85% of the accessible95

B ! Xu `+ ⌫` phase-space. The measurement of fully96

di↵erential distributions, which provide the key input to97

direct measurements of the leading and sub-leading shape98

functions, is left for future work.99

The main improvement over the previous Belle result100

of Ref. [11] lies in the adaption of a more e�cient tagging101

algorithm for the reconstruction of the second B meson,102

in the significant improvements of the B ! Xu `+ ⌫` sig-103

nal and B ! Xc `+ ⌫` background descriptions, and the104

reduction of many systematic uncertainties. In addition105

the full Belle data set of 711 fb�1 is analyzed.106

The remainder of this manuscript is organized as fol-107

lows: Section II provides an overview of the used data108

set and the simulated signal and background samples.109

Section III details the analysis strategy and reconstruc-110

tion of the hadronic X system of the semileptonic de-111

cay. Section IV introduces the fit procedure used to sep-112

arate B ! Xu `+ ⌫` signal from background contribu-113

tions. Section V lists the systematic uncertainties a↵ect-114

ing the measurements and Section VI summarizes side-115

band studies central to validate the modelling of the cru-116

cial B ! Xc `+ ⌫` background processes. Finally, Sec-117

tions VII shows the selected signal events and com-118

pares them with the expectation from simulation. In119

Section VIII the measured partial branching fractions120

and determined values of |Vub| are discussed. Section IX121

presents our conclusions.122

II. DATA SET AND SIMULATED SAMPLES123

The analysis utilizes the full Belle data set of124

(772 ± 10) ⇥ 106 B meson pairs, which were produced125
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We account for these using a factor [33]

fD1
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0
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= 2.32 ± 0.54 . (7)

We subtract the contribution of D1 ! D⇡⇡ from the
measured non-resonant plus resonant B ! D⇡⇡`⌫̄`
branching fraction of Ref. [34]. To account for missing
isospin conjugated modes of the three-hadron final states
we adapt the prescription from Ref. [34], which calculates
an average isospin correction factor of

f⇡⇡ =
B(D
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! D(⇤) �⇡+⇡�)
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The uncertainty takes into account the full spread of final
states (f0(500) ! ⇡⇡ or ⇢ ! ⇡⇡ result in f⇡⇡ = 2/3
and 1/3, respectively) and the non-resonant three-body
decays (f⇡⇡ = 3/7). We further assume that

B(D
⇤
2 ! D⇡) + B(D

⇤
2 ! D

⇤
⇡) = 1 ,

B(D1 ! D
⇤
⇡) + B(D1 ! D⇡⇡) = 1 ,

B(D
⇤
1 ! D

⇤
⇡) = 1 , and B(D0 ! D⇡) = 1 . (9)

For the remaining B ! D(⇤) ⇡ ⇡ `+ ⌫` contributions we184

use the measured value of Ref. [34]. The remaining ‘gap’185

between the sum of all considered exclusive modes and186

the inclusive B ! Xc `+ ⌫` branching fraction is filled187

in equal parts with B ! D ⌘ `+ ⌫` and B ! D⇤ ⌘ `+ ⌫`188

and for both we assume a 100% uncertainty. We simu-189

late B ! D(⇤) ⇡ ⇡ `+⌫` and B ! D(⇤) ⌘ `+⌫` final states190

assuming an equidistribution of all final state particles in191

phase-space.192

Semileptonic B ! Xu `+ ⌫` decays are modeled as193

a mixture of specific exclusive modes and non-resonant194

contributions. We normalize their corresponding branch-195

ing fractions to the world averages from Ref. [29]:196

Semileptonic B ! ⇡ `+ ⌫` decays are simulated using the197

BCL parametrization [35] with form factor central val-198

ues and uncertainties from the global fit carried out by199

Ref. [36]. The processes of B ! ⇢ `+ ⌫` and B ! ! `+ ⌫`200

are modeled using the BCL form factor parametrization.201

We fit the measurements of Refs. [37–39] in combination202

with the light-cone sum rule predictions of Ref. [7] to203

determine a set of form factor central values and uncer-204

tainties. The processes of B ! ⌘ `+ ⌫` and B ! ⌘0 `+ ⌫`205

are modeled using the LCSR calculation of Ref. [40].206

For the uncertainties we assume for these states that the207

pole-parameters ↵+/0 and the form factor normalization208

f+
B⌘(0) at maximum recoil can be treated as uncorrelated.209

In addition to these narrow resonances, we simulate non-210

resonant B ! Xu `+ ⌫` decays with at least two pions211

in the final state following the DFN model [41]. The212

triple di↵erential rate of this model is a function of the213

four-momentum transfer squared (q2), the lepton energy214

(EB
` ) in the B rest-frame, and the hadronic invariant215

mass squared (M2
X) at next-to-leading order precision216

in the strong coupling constant ↵s. This triple di↵er-217

ential rate is convolved with a non-perturbative shape218

function using an ad-hoc exponential model. The free219

parameters of the model are the b quark mass in the220

Kagan-Neubert scheme, mKN
b = (4.66± 0.04) GeV and a221

non-perturbative parameter aKN = 1.3± 0.5. The values222

of these parameters were determined in Ref. [42] from a223

fit to B ! Xc `+ ⌫` and B ! Xs� decay properties. At224

leading order, the non-perturbative parameter aKN is re-225

lated to the average momentum squared of the b quark226

inside the B meson and determines the second moment of227

the shape function. It is defined as aKN = �3⇤
2
/�1 � 1228

with the binding energy ⇤ = mB � mKN
b and the ki-229

netic energy parameter �1. The hadronization of the230

parton-level B ! Xu `+ ⌫` DFN simulation is carried231

out using the JETSET algorithm [43], producing final232

states with two or more mesons. The inclusive and ex-233

clusive B ! Xu `+ ⌫` predictions are combined using a234

so-called ‘hybrid’ approach, which is a method originally235

suggested by Ref. [44], and our implementation closely236

follows Ref. [45]. To this end, we combine both pre-237

dictions such that the partial branching fractions in the238

triple di↵erential rate of the inclusive (�B
incl
ijk ) and com-239

bined exclusive (�B
excl
ijk ) predictions reproduce the inclu-240

sive values. This is achieved by assigning weights to the241

inclusive contributions wijk such that242

�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (10)

with i, j, k denoting the corresponding bin in the three243

dimensions of q2, EB
` , and MX :244

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-245

tion and possible e↵ects of next-to-next-to-leading order246

corrections in ↵s, we also determine weights using the247

BLNP model of Ref. [12] and treat the di↵erence later248

as a systematic uncertainty. For the b quark mass in249

the shape-function scheme we use mSF
b = 4.61 GeV and250

µ2 SF
⇡ = 0.20 GeV2. Figures detailing the hybrid model251

construction can be found in Appendix C.252

Table I summarizes the used branching fraction for253

the signal and the important B ! Xc `+ ⌫` background254

processes. Figure 2 shows the generator-level distribu-255

tions and yields of B ! Xc `+ ⌫` and B ! Xu `+ ⌫`256

after the tag-side reconstruction (cf. Section III). The257

B ! Xu `+ ⌫` yields were scaled by a factor of 50 to258

make them visible. A clear separation can be obtained259

at low values of MX and high values of EB
` .260
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TABLE IV. The relative uncertainty on the extracted B ! Xu `+ ⌫` partial branching fractions are shown. For definitions of
additive and multiplicative errors, see text.

Relative uncertainties [%]
Phase-space region MX < 1.7GeV, MX < 1.7GeV, MX < 1.7GeV, EB

` > 1GeV EB
` > 1GeV

EB
` > 1GeV EB

` > 1GeV q2 > 8GeV2,
EB

` > 1GeV

Fit variable(s) (MX fit) (EB
` fit) (q2 fit) (EB

` fit) (MX : q2 fit)

Additive uncertainties
B ! Xu `+ ⌫` modeling

B ! ⇡ `+ ⌫` FFs 0.1 0.7 1.4 0.6 0.4
B ! ⇢ `+ ⌫` FFs 0.2 1.9 4.3 1.9 0.7
B ! ! `+ ⌫` FFs 0.5 3.2 5.2 3.1 0.8
B ! ⌘ `+ ⌫` FFs 0.1 1.6 3.0 1.6 0.3
B ! ⌘0 `+ ⌫` FFs 0.1 1.6 3.0 1.6 1.6
B(B ! ⇡ `+ ⌫`) 0.2 0.1 0.2 0.1 0.2
B(B ! ⇢ `+ ⌫`) 0.3 0.7 0.8 0.5 0.4
B(B ! ! `+ ⌫`) <0.1 0.1 0.8 0.1 0.1
B(B ! ⌘ `+ ⌫`) <0.1 0.1 <0.1 0.1 <0.1
B(B ! ⌘0 `+ ⌫`) <0.1 <0.1 0.1 0.1 <0.1
B(B ! Xu `+ ⌫) 0.7 2.0 2.1 2.1 2.1
DFN parameters 2.3 3.5 1.1 3.5 5.0
Hybrid model 2.7 8.7 4.6 8.7 3.1

B ! Xc `
+ ⌫` modeling

B ! D `+ ⌫` FFs 0.1 0.1 0.9 0.1 <0.1
B ! D⇤ `+ ⌫` FFs 1.4 1.2 3.0 1.3 1.1
B ! D⇤⇤ `+ ⌫` FFs 0.4 0.5 0.3 0.5 0.4
B(B ! D `+ ⌫`) 0.1 <0.1 0.2 <0.1 0.2
B(B ! D⇤ `+ ⌫`) <0.1 <0.1 0.3 <0.1 0.2
B(B ! D⇤⇤ `+ ⌫`) 0.6 0.1 0.3 0.1 0.5
Gap modeling 1.1 0.1 0.3 0.1 1.0

MC statistics 1.3 1.6 3.8 1.7 1.6
Tracking e�ciency 0.3 - 0.8 - 0.4
L`ID shape 1.0 0.5 1.3 0.6 1.2
LK/⇡ID shape 1.2 - 1.3 - 1.0
D ! X` ⌫` 0.1 0.1 0.1 0.1 0.1
⇡s e�ciency <0.1 - 0.1 - 0.1

Multiplicative uncertainties
B ! Xu `+ ⌫` modeling

B ! ⇡ `+ ⌫` FFs 0.2 0.2 1.9 0.2 0.2
B ! ⇢ `+ ⌫` FFs 0.7 0.8 3.7 0.8 0.6
B ! ! `+ ⌫` FFs 1.3 1.6 6.1 1.6 1.1
B ! ⌘ `+ ⌫` FFs 0.3 0.3 1.8 0.3 0.2
B ! ⌘0 `+ ⌫` FFs 0.2 0.3 1.8 0.3 0.2
B(B ! ⇡ `+ ⌫`) 0.3 0.4 0.4 0.4 0.3
B(B ! ⇢ `+ ⌫`) 0.4 0.6 0.6 0.6 0.4
B(B ! ! `+ ⌫`) <0.1 <0.1 0.1 <0.1 <0.1
B(B ! ⌘ `+ ⌫`) 0.1 0.1 <0.1 0.1 <0.1
B(B ! ⌘0 `+ ⌫`) 0.1 0.1 0.1 0.1 0.1
B(B ! Xu `+ ⌫) 3.0 3.2 2.9 4.8 3.8
DFN parameters 2.5 2.5 2.7 6.8 3.6
Hybrid model 0.2 0.8 1.4 4.7 2.8
⇡+ multiplicity 1.7 2.5 2.3 3.1 1.7
�s (ss̄ fragmentation) 0.5 0.8 1.1 1.1 0.8

L`ID e�ciency 1.5 1.6 1.6 1.6 1.5
LK/⇡ ID e�ciency 0.7 0.6 0.6 0.6 0.7
NBB̄ 1.3 1.3 1.3 1.3 1.3
Tracking e�ciency 0.8 0.3 0.8 0.3 0.9
Tagging calibration 3.6 3.6 3.6 3.6 3.6

Total syst. uncertainty 7.8 12.6 14.6 15.4 10.4
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B ! ! `+ ⌫` FFs 1.3 1.6 6.1 1.6 1.1
B ! ⌘ `+ ⌫` FFs 0.3 0.3 1.8 0.3 0.2
B ! ⌘0 `+ ⌫` FFs 0.2 0.3 1.8 0.3 0.2
B(B ! ⇡ `+ ⌫`) 0.3 0.4 0.4 0.4 0.3
B(B ! ⇢ `+ ⌫`) 0.4 0.6 0.6 0.6 0.4
B(B ! ! `+ ⌫`) <0.1 <0.1 0.1 <0.1 <0.1
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Total syst. uncertainty 7.8 12.6 14.6 15.4 10.4

Tables from Phys. Rev. Lett. 104:021801,2010, 
Phys.Rev. D86 (2012) 032004, Phys. Rev. D 

104, 012008 (2021)



Estimated by variations of underlying 
theory assumptions and Hybrid model 

parameters used to determine (and 
correct for) selection effi

1GeV EB
` > 1GeV

fit) (MX : q2 fit)

FFs 0.1 0.7 1.4 0.6 0.4
FFs 0.2 1.9 4.3 1.9 0.7
FFs 0.5 3.2 5.2 3.1 0.8
FFs 0.1 1.6 3.0 1.6 0.3
FFs 0.1 1.6 3.0 1.6 1.6
) 0.2 0.1 0.2 0.1 0.2
) 0.3 0.7 0.8 0.5 0.4

0.1 0.1 0.8 0.1 0.1
0.1 0.1 <0.1

0.1 0.1 0.1 <0.1
) 0.7 2.0 2.1 2.1 2.1

DFN parameters 2.3 3.5 1.1 3.5 5.0
Hybrid model 2.7 8.7 4.6 8.7 3.1

FFs 0.1 0.1 0.9 0.1 <0.1
FFs 1.4 1.2 3.0 1.3 1.1
FFs 0.4 0.5 0.3 0.5 0.4

0.1 0.2
0.1 0.2

) 0.6 0.1 0.3 0.1 0.5
Gap modeling 1.1 0.1 0.3 0.1 1.0

MC statistics 1.3 1.6 3.8 1.7 1.6
ciency 0.3 - 0.8 - 0.4

shape 1.0 0.5 1.3 0.6 1.2
shape 1.2 - 1.3 - 1.0

0.1 0.1 0.1 0.1 0.1
0.1 - 0.1 - 0.1

FFs 0.2 0.2 1.9 0.2 0.2
FFs 0.7 0.8 3.7 0.8 0.6
FFs 1.3 1.6 6.1 1.6 1.1
FFs 0.3 0.3 1.8 0.3 0.2
FFs 0.2 0.3 1.8 0.3 0.2
) 0.3 0.4 0.4 0.4 0.3
) 0.4 0.6 0.6 0.6 0.4

0.1 <0.1
0.1 0.1 <0.1

) 0.1 0.1 0.1 0.1 0.1
) 3.0 3.2 2.9 4.8 3.8

DFN parameters 2.5 2.5 2.7 6.8 3.6
Hybrid model 0.2 0.8 1.4 4.7 2.8

multiplicity 1.7 2.5 2.3 3.1 1.7
fragmentation) 0.5 0.8 1.1 1.1 0.8
ciency 1.5 1.6 1.6 1.6 1.5

ciency 0.7 0.6 0.6 0.6 0.7
1.3 1.3 1.3 1.3 1.3

ciency 0.8 0.3 0.8 0.3 0.9
Tagging calibration 3.6 3.6 3.6 3.6 3.6

Total syst. uncertainty 7.8 12.6 14.6 15.4 10.4

Phase-space region

Fit variable(s) (

Additive uncertainties
B ! Xu `+ ⌫` modeling

B ! ⇡ `+ ⌫` FFs 0.1 0.7 1.4 0.6 0.4
B ! ⇢ `+ ⌫` FFs 0.2 1.9 4.3 1.9 0.7
B ! ! `+ ⌫` FFs 0.5 3.2 5.2 3.1 0.8
B ! ⌘ `+ ⌫` FFs 0.1 1.6 3.0 1.6 0.3
B ! ⌘0 `+ ⌫` FFs 0.1 1.6 3.0 1.6 1.6
B(B ! ⇡ `+ ⌫`) 0.2 0.1 0.2 0.1 0.2
B(B ! ⇢ `+ ⌫`) 0.3 0.7 0.8 0.5 0.4
B(B ! ! `+ ⌫`)
B(B ! ⌘ `+ ⌫`)
B(B ! ⌘0 `+ ⌫`)
B(B ! Xu `+ ⌫) 0.7 2.0 2.1 2.1 2.1
DFN parameters 2.3 3.5 1.1 3.5 5.0
Hybrid model 2.7 8.7 4.6 8.7 3.1

B ! Xc `
+ ⌫` modeling

B ! D `+ ⌫` FFs 0.1 0.1 0.9 0.1
B ! D⇤ `+ ⌫` FFs 1.4 1.2 3.0 1.3 1.1
B ! D⇤⇤ `+ ⌫` FFs 0.4 0.5 0.3 0.5 0.4
B(B ! D `+ ⌫`) 0.1
B(B ! D⇤ `+ ⌫`)
B(B ! D⇤⇤ `+ ⌫`) 0.6 0.1 0.3 0.1 0.5
Gap modeling 1.1 0.1 0.3 0.1 1.0

MC statistics 1.3 1.6 3.8 1.7 1.6
Tracking e�ciency 0.3 - 0.8 - 0.4
L`ID shape 1.0 0.5 1.3 0.6 1.2
LK/⇡ID shape 1.2 - 1.3 - 1.0
D ! X` ⌫`
⇡s e�ciency

Multiplicative uncertainties
B ! Xu `+ ⌫` modeling

B ! ⇡ `+ ⌫` FFs 0.2 0.2 1.9 0.2 0.2
B ! ⇢ `+ ⌫` FFs 0.7 0.8 3.7 0.8 0.6
B ! ! `+ ⌫` FFs 1.3 1.6 6.1 1.6 1.1
B ! ⌘ `+ ⌫` FFs 0.3 0.3 1.8 0.3 0.2
B ! ⌘0 `+ ⌫` FFs 0.2 0.3 1.8 0.3 0.2
B(B ! ⇡ `+ ⌫`) 0.3 0.4 0.4 0.4 0.3
B(B ! ⇢ `+ ⌫`) 0.4 0.6 0.6 0.6 0.4
B(B ! ! `+ ⌫`)
B(B ! ⌘ `+ ⌫`) 0.1 0.1
B(B ! ⌘0 `+ ⌫`) 0.1 0.1 0.1 0.1 0.1
B(B ! Xu `+ ⌫) 3.0 3.2 2.9 4.8 3.8
DFN parameters 2.5 2.5 2.7 6.8 3.6
Hybrid model 0.2 0.8 1.4 4.7 2.8
⇡+ multiplicity 1.7 2.5 2.3 3.1 1.7
�s (ss̄ fragmentation) 0.5 0.8 1.1 1.1 0.8

L`ID e�ciency 1.5 1.6 1.6 1.6 1.5
LK/⇡ ID e�ciency 0.7 0.6 0.6 0.6 0.7
NBB̄
Tracking e�ciency 0.8 0.3 0.8 0.3 0.9
Tagging calibration 3.6 3.6 3.6 3.6 3.6

Total syst. uncertainty 7.8 12.6 14.6 15.4 10.4

Tables from Phys. Rev. Lett. 104:021801,2010, 
Phys.Rev. D86 (2012) 032004, Phys. Rev. D 

104, 012008 (2021)
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TABLE VI. The theory rates ��(B ! Xu `+ ⌫`) from various theory calculations are listed. The rates are given in units of
ps�1.

Phase-space region BLNP [17] DGE [19, 20] GGOU [18] ADFR [21, 22]

MX < 1.7GeV 45.2+5.4
�4.6 42.3+5.8

�3.8 43.7+3.9
�3.2 52.3+5.4

�4.7

MX < 1.7GeV, q2 > 8GeV2 23.4+3.4
�2.6 24.3+2.6

�1.9 23.3+3.2
�2.4 31.1+3.0

�2.6

EB
` > 1GeV 61.5+6.4

�5.1 58.2+3.6
�3.0 58.5+2.7

�2.3 61.5+5.8
�5.1

average of the most precise determinations in Eq. 35 to
obtain

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 . (36)

This value is larger, but compatible with the ex-
clusive measurement of |Vub| from B ! ⇡ `+ ⌫` of
|Vub| = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 within 1.3 standard
deviations.

D. Stability Checks

To check the stability of the result we redetermine the
partial branching fractions using two additional working
points. We change the BDT selection to increase and
decrease the amount of B ! Xc `+ ⌫` and other back-
grounds, and repeat the full analysis procedure. The
resulting values of �B(B ! Xu` ⌫`) are determined us-
ing the two-dimensional fit of MX : q2 and are shown
in Figure 10. The background contamination changes by

FIG. 10. The stability of the determined partial branching
fraction �B(B ! Xu` ⌫`) using the MX : q2 fit is studied
as a function of the BDT selection requirement. The clas-
sifier output selection of 0.83 and 0.87 correspond to signal
e�ciencies after the pre-selection of 22% and 15%, respec-
tively. These selections increase, or decrease the background
from B ! Xc `

+ ⌫` and other processes by 37% and 33%,
respectively. The grey and yellow bands show the total and
statistical error, respectively, with the nominal BDT working
point of 0.85.

+37% and �33%, respectively. The small shifts in cen-
tral value are well contained within the quoted system-
atic uncertainties. To further estimate the compatibility
of the result we determine the full statistical and sys-
tematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B ! Xu `+ ⌫` Charged Pion Multiplicity

The modeling the B ! Xu `+ ⌫` signal composition is
crucial to all presented measurements. One aspect dif-
ficult to assess is the Xu fragmentation simulation: the
charmless Xu state can decay via many di↵erent channels
producing a number of charged or neutral pions or kaons.
In Section V we discussed how we assess the uncertainty
on the number of ss̄ quark pairs produced in the Xu frag-
mentation. Due to the BDT removing such events to sup-
press the dominant B ! Xc `+ ⌫` background, no signal-
enriched region can be easily obtained. The accuracy of
the fragmentation into the number of charged pions can
be tested in the signal enriched region of MX < 1.7 GeV.
Figure 11 compares the charged pion multiplicity be-
tween simulated signal and background processes and
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FIG. 11. The post-fit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC
stack include all systematic uncertainties.
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FIG. 3. Left: examples of accepted and rejected (in red) shapes. Right: sample of NN replicas of F3(k+, 0) trained on the first
three moments only after applying the selection criteria.

order we are working. Throughout the learning phase we monitor the evolution of the �
2, computed in the various

cases as detailed below. The scarcity of data makes it impossible to use a control sample, as done by the NNPDF
collaboration. The �

2 first decreases quickly, with training progressively slowing as expected. We stop the learning
when a certain condition is met, typically when the �

2 of each replica reaches a certain value.
It is worth stressing that the first two or three moments do not constrain the SFs much. The point is illustrated in

Fig. 2 by a representative selection of NN for F2(k+, 0), which are normalized to 1 and satisfy the first two moments
within a few % and and the third moment within 60%. A tighter constraint on the third moment would not change
this picture significantly. Of course, not all the shapes shown in this plot are physically acceptable and only a handful
of them can roughly reproduce the photon spectrum in B ! Xs�. However, this plot demonstrates the capability of
NN to properly sample the functional space.

One should be aware that the sampling can be biased in several ways, for instance by selection based on the speed
of learning, by improper choice of random initial weights or by the use of an underlying function to speed the training
up. Indeed, in order to decrease the learning time and to ensure the vanishing of the SFs at the endpoint, we scale
the network output by a function that provides the proper behavior. We know the SFs must approach zero at �1,
and cut o↵ at ⇤̄. To ensure this, one option is to define our full SFs as

Fi(k+, q
2) = (ci0 + ci1q

2) e(ci2+ci3q
2)k+ (⇤̄� k+)

(ci4+ci5q
2)
Ni(k+, q

2), (10)

where Ni is the NN function to be trained. The coe�cients cij , are trained simultaneously with the NN weights and
are unconstrained. In the case of the {2,7,1} architecture, which we generally adopt below, we therefore have a total
of 35 parameters. In order to minimize the bias we have used a set of di↵erent underlying functions, although there
would be no bias if the SFs were su�ciently constrained by experimental data.

As already mentioned, additional information on the SFs comes from the photon spectrum measured in inclusive
radiative B decays. One could include these data with an additional O(10%) theoretical uncertainty to account for
power suppressed corrections to the relation between the photon and semileptonic SFs at q

2 = 0. We postpone a
careful study of the photon spectrum to a future publication. However, in the present pilot study we include the
main qualitative features of the experimental photon spectrum, assuming that the SFs are all dominated by a single
peak (without excluding multiple peaks) and are never too steep. As we will illustrate in a moment, these minimal
assumptions strongly reduce the variety of functional forms, as would also do a measurement of the MX spectrum at
Belle-II.

IV. RESULTS AND DISCUSSION

A. As a first step, we train the NN on the moments only and compare with the functional form error found in
[23]. At this stage we are only interested in the spread of the replicas in functional space. To this end we compute the
moments with the same (outdated) input parameters used in [23], neglecting all uncertainties and correlations. Each
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FIG. 3. Left: examples of accepted and rejected (in red) shapes. Right: sample of NN replicas of F3(k+, 0) trained on the first
three moments only after applying the selection criteria.

order we are working. Throughout the learning phase we monitor the evolution of the �
2, computed in the various

cases as detailed below. The scarcity of data makes it impossible to use a control sample, as done by the NNPDF
collaboration. The �

2 first decreases quickly, with training progressively slowing as expected. We stop the learning
when a certain condition is met, typically when the �

2 of each replica reaches a certain value.
It is worth stressing that the first two or three moments do not constrain the SFs much. The point is illustrated in

Fig. 2 by a representative selection of NN for F2(k+, 0), which are normalized to 1 and satisfy the first two moments
within a few % and and the third moment within 60%. A tighter constraint on the third moment would not change
this picture significantly. Of course, not all the shapes shown in this plot are physically acceptable and only a handful
of them can roughly reproduce the photon spectrum in B ! Xs�. However, this plot demonstrates the capability of
NN to properly sample the functional space.

One should be aware that the sampling can be biased in several ways, for instance by selection based on the speed
of learning, by improper choice of random initial weights or by the use of an underlying function to speed the training
up. Indeed, in order to decrease the learning time and to ensure the vanishing of the SFs at the endpoint, we scale
the network output by a function that provides the proper behavior. We know the SFs must approach zero at �1,
and cut o↵ at ⇤̄. To ensure this, one option is to define our full SFs as

Fi(k+, q
2) = (ci0 + ci1q

2) e(ci2+ci3q
2)k+ (⇤̄� k+)

(ci4+ci5q
2)
Ni(k+, q

2), (10)

where Ni is the NN function to be trained. The coe�cients cij , are trained simultaneously with the NN weights and
are unconstrained. In the case of the {2,7,1} architecture, which we generally adopt below, we therefore have a total
of 35 parameters. In order to minimize the bias we have used a set of di↵erent underlying functions, although there
would be no bias if the SFs were su�ciently constrained by experimental data.

As already mentioned, additional information on the SFs comes from the photon spectrum measured in inclusive
radiative B decays. One could include these data with an additional O(10%) theoretical uncertainty to account for
power suppressed corrections to the relation between the photon and semileptonic SFs at q

2 = 0. We postpone a
careful study of the photon spectrum to a future publication. However, in the present pilot study we include the
main qualitative features of the experimental photon spectrum, assuming that the SFs are all dominated by a single
peak (without excluding multiple peaks) and are never too steep. As we will illustrate in a moment, these minimal
assumptions strongly reduce the variety of functional forms, as would also do a measurement of the MX spectrum at
Belle-II.

IV. RESULTS AND DISCUSSION

A. As a first step, we train the NN on the moments only and compare with the functional form error found in
[23]. At this stage we are only interested in the spread of the replicas in functional space. To this end we compute the
moments with the same (outdated) input parameters used in [23], neglecting all uncertainties and correlations. Each

3

FIG. 1. The pre-fit �2 probability for di↵erent � correspond-
ing to di↵erent bases. See text for details.

to constrain F(k). Hence, F00(k) should already provide
a reasonable description of the data. To find such F00(k),
we perform a pre-fit to the data using three di↵erent func-
tional forms for F00(k), given in [28], over a wide range of
�. We choose the form that provides the best pre-fits. Its
�
2 probability is shown in Fig. 1 for su�ciently di↵erent

values of � such that each can be considered as a dif-
ferent basis. We choose the best � = 0.55GeV (orange)
as our default basis, and use � = 0.525, 0.575, 0.6GeV
(green, blue, yellow), which also have good pre-fits, as
alternative bases to test the basis independence.

The truncation in Eq. (8) induces a residual depen-
dence on the functional form of the basis. To ensure
that the corresponding uncertainty is small compared to
others, the truncation order N is chosen based on the
available data, by increasing N until there is no signif-
icant improvement in fit quality. This is done by con-
structing nested hypothesis tests using the di↵erence in
�
2 between fits of increasing number of coe�cients. If

the �
2 improves by more than 1 from the inclusion of an

additional coe�cient, the higher number of coe�cients is
retained. To account for the truncation uncertainty, we
include one additional coe�cient in the fit. It is in this
sense that our analysis is model independent within the
quoted uncertainties. The final truncation order is found
to be N = 3 for each considered basis. To ensure that
the entire fit procedure including the choice of the ba-
sis and truncation order is unbiased, it is validated using
pseudo-experiments generated around the best fit values,
using the full experimental covariance matrices.

Results We include four di↵erential B ! Xs� mea-
surements [16–19] in the fit. The measurements in
Ref. [16–18] include B ! Xd� contributions, which are
subtracted assuming identical shapes for B ! Xs� and
B ! Xd� and that the ratio of branching ratios is
|Vtd/Vts|2 = 0.0470 [52]. For Ref. [19], we combine the
highest six E� bins to stay insensitive to possible quark-

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0.0

0.5

1.0
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2.0

FIG. 2. The fitted shape function F(k) with central result
(dark red) and fit uncertainties (dark orange lines). The yel-
low curves show the variation of the fitted shape when varying
the perturbative inputs as discussed in the text.

hadron duality violation and resonances with masses near
mK⇤ . We use the measurements of Refs. [17, 18] in the
⌥(4S) rest frame and boost the predictions accordingly.
We use the uncorrected measurement from Ref. [17] and
apply the experimental resolution matrix [53] to the pre-
dictions.
The fit results for Ns and c0�3 including their corre-

lations are given in [28]. The resulting shape function is
shown in Fig. 2, and the results for |C incl

7 | and bmb ⌘ m
1S
b

are shown in Fig. 3. We also determine the kinetic en-
ergy parameter b�1 in the invisible scheme [10], with plots
analogous to Fig. 3 given in Fig. S2 in [28]. We find the
following results:

|C incl
7 VtbV

⇤
ts
| = (14.77± 0.51fit ± 0.59theory

± 0.08param)⇥ 10�3
,

m
1S
b

= (4.750± 0.027fit ± 0.033theory

± 0.003param)GeV ,

b�1 = (�0.210± 0.046fit ± 0.040theory

± 0.056param)GeV2
. (13)

The first uncertainty with subscript “fit” is evaluated
from the ��

2 = 1 variation around the best fit point. It
incorporates the experimental uncertainties as well as the
uncertainty due to the unknown shape function, which is
simultaneously constrained in the fit. The theory and
parametric uncertainties are evaluated by repeating the
fit with di↵erent theory inputs [28]. The theory uncer-
tainties are due to unknown higher-order perturbative
corrections to the shape of the spectrum in the peak re-
gion, which are evaluated by a large set of resummation
profile scale variations. The results for all variations are
shown by the yellow lines in Fig. 2 and scatter points in
Fig. 3. To be conservative, the theory uncertainty quoted

~ Momentum Distribution of b-Quark in B Meson
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- Convert unfolded yield to Δℬ in each bin considering reco. efficiency & acceptance

- First measurement of differential branching fractions in the         > 1 GeV region of phase space

- Necessary input for future model-independent determinations of |Vub| (e.g. NNVub, SIMBA)  
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FIG. 8. The full experimental (statistical and systematical) correlations of the di↵erential branching fractions are shown.

FIG. 9. (Left) The total partial branching fraction with EB
` > 1GeV as calculated by each di↵erential measurement is

compared to the result of Ref. [1], which is based on the 2D fit of MX : q2 and obtained with a looser selection. The ratio
compares the total partial branching fractions to the result obtained by summing the measured MX distribution and the
uncertainty takes into account the full statistical and systematic correlations between the di↵erent results. (Right) The full
experimental correlations between the total partial branching fractions from summing the individual bins are shown.

Full experimental correlations
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FIG. 6. The correction factors (✏tag ⇥ ✏sel)
�1 ⇥ ✏�B(EB

` >1GeV) (blue) and phase space acceptance factor ✏�B(EB
` >1GeV) (red)

are shown. The colored band of the total correction factor shows the full systematic uncertainty.
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MX [GeV] 0-0.3 0.3-0.6 0.6-0.9 0.9-1.2 1.2-1.5 1.5-1.8 1.8-2.1 2.1-4.0

Tracking e�ciency 0.55 0.56 0.82 0.86 0.95 1.05 1.15 1.19

Tagging calibration 3.69 3.69 3.65 3.64 3.64 3.57 3.79 3.66

Slow pion e�ciency 0.00 0.07 0.04 0.05 0.04 0.04 0.06 0.04

K0
S 0.04 0.05 0.04 0.02 0.04 0.03 0.02 0.05

eID 0.72 0.83 0.74 0.69 0.73 0.74 0.94 1.22

µID 1.59 1.25 1.34 1.29 1.44 1.35 1.09 0.70

K/⇡ ID 0.39 0.67 0.68 0.74 0.81 1.02 1.27 1.24

B(B ! Xu`⌫) 0.18 0.44 0.07 0.59 0.82 0.69 0.73 0.46

B(B ! ⇡`⌫) 0.42 0.45 0.45 0.14 0.05 0.04 0.05 0.05

B(B ! ⇢`⌫) 0.42 1.00 0.61 0.56 0.33 0.16 0.22 0.15

B(B ! !`⌫) 0.42 0.39 0.65 0.12 0.11 0.06 0.11 0.10

B(B ! ⌘`⌫) 0.41 1.16 0.46 0.11 0.06 0.03 0.03 0.14

B(B ! ⌘0`⌫) 0.42 0.39 0.46 0.24 0.30 0.03 0.14 0.11

B ! ⇡`⌫ FF 0.98 3.08 1.52 0.53 1.05 0.37 0.36 0.38

B ! ⇢`⌫ FF 2.77 8.54 3.96 2.94 1.65 0.59 0.83 0.89

B ! !`⌫ FF 2.40 9.71 1.10 0.90 1.41 0.70 0.65 1.32

B ! ⌘`⌫ FF 0.71 3.58 0.09 0.09 0.51 0.28 0.27 0.07

B ! ⌘0`⌫ FF 0.69 3.65 0.16 0.27 0.48 0.29 0.32 0.15

Hybrid model 0.21 5.86 5.08 4.01 0.50 1.97 2.02 6.13

DFN parameters 0.18 3.66 1.01 1.38 1.64 0.87 0.50 1.35

�s 0.47 4.17 2.36 3.98 3.08 4.10 9.31 3.60

⇡+ multiplicity modeling 0.57 0.42 0.45 4.15 7.98 4.78 3.98 2.34

NBB̄ 1.25 1.25 1.25 1.25 1.25 1.25 1.25 1.25

Background subtraction 5.97 26.93 8.23 25.15 29.65 16.80 73.36 126.64

MC stat. (migration matrix) 4.04 11.22 3.54 6.85 4.30 4.71 6.85 8.22

Total syst. uncertainty 9.36 33.77 12.32 27.56 31.62 19.21 74.55 127.23

Total stat. uncertainty 11.11 32.64 10.77 24.99 21.88 16.54 46.24 66.76

Total uncertainty 14.53 46.97 16.36 37.20 38.45 25.35 87.73 143.68

TABLE II. The relative uncertainties (%) of the measured di↵erential branching fraction of MX are shown.

are shown in Figure 5. The binning of the measured distributions was chosen, such that the purity Mii is at least
50%. The statistical uncertainty of the migration matrices due to the limited MC size is considered as a systematic
uncertainty, cf. Tables II-VII.

E�ciency Correction Factors

The unfolded signal yields ⌫i of a given bin i are corrected for selection e�ciency, acceptance and phase-space e↵ects,
and normalized to the total number of recored B-meson pairs, NBB̄ = (771.58± 9.78) ⇥ 106, to obtain di↵erential
branching fractions:

�Bi =
1

4NBB̄
⇥ ⌫i ⇥ (✏tag ⇥ ✏sel)

�1 ⇥ ✏�B(EB
` >1GeV) . (2)

The factor of 4 is due to NBB̄ and that we average over electron and muon final states. Further, ✏tag and ✏sel denote
the tagging and selection e�ciencies, respectively, and ✏�B(EB

` >1GeV) maps the branching fraction to the partial phase

space with EB
` > 1GeV in the B rest frame. Figure 6 shows the product of (✏tag ⇥ ✏sel)

�1 ⇥ ✏�B(EB
` >1GeV) for all

studied di↵erential variables, including the full systematic uncertainties. The bottom panel shows the phase space
acceptance ✏�B(EB

` >1GeV).

Lose much

of the high mX signal / high 

multiplicity signal

MX

background 

dominated region

It will be exciting to get first fits with these done.. 
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‣Systematic covariances of inputs

‣Theory correlations
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New results from Belle (soon also from Belle II)

With Belle II (& LHCb via SEM-techniques?) we 
should systematically remeasure properties 

& actively investigate if other observables could 
be helpful

Subset of currently used measurements in global fits from HFLAV

We learnt a fair bit in the last decade and should evaluate, 
how this propagates into our measurements, e.g.

‣  composition and modeling


‣ Revisit most important systematic uncertainties, 
e.g. modelling of detector resolution


‣ New experimental techniques

B → Xcℓν̄ℓ
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Let’s get ambitious

Chapter 3 Description of algorithms

training set consists of need not be correlated. In other words, there is no need for the training set
to contain pairs of corresponding reconstructed and true events, but the single task of the BDT is
the discrimination of reconstructed versus true samples which can be achieved even if a true sample
lacks its corresponding reconstructed sample in the training set. Finally, no binned data is needed but
instead, the current method allows for event-wise unfolding.

On the other hand, this approach, too, relies heavily on the true distributions of the observables
which are usually obtained by Monte Carlo simulations. If these simulations are in some way flawed,
the unfolding will simply yield unwanted results for if the underlying target distribution is wrong, so
will the unfolded one.

3.4 OmniFold

The OmniFold algorithm [23] seeks to remedy the disadvantages of the methods described in the
previous sections. Firstly, OmniFold can perform an event-wise and simultaneous unfolding of all
observables, just like the BDT approach. Secondly, by explicitly using real measurements and not
only simulated reconstructed data, it can take into account detector e�ects and simulation deficiencies.

Figure 3.1: The OmniFold algorithm in one figure taken from [23]. The upper part contains the data,
i.e. the real measurements, and the truth which is the true, physical distribution one wants to discover.
The lower part shows the generation which is a Monte Carlo simulation of the physical process, and the
simulation representing the Monte Carlo data on detector-level. In step 1, the synthetic detector-level data is
reweighed to approximate the natural detector-level distribution. Subsequently, step 2 reweighs the Monte
Carlo generated data of the underlying physical process to approximate the true distribution based on the
weights calculated in step 1.

18

OmniFold: A Method to Simultaneously 
Unfold All Observables 


Phys. Rev. Lett. 124, 182001 (2020)

based on training a deep network to unfold

detector distortions and effects

4.1 Results without acceptance e�ects

increases the variance, as can be seen exemplarily for the x-component of the Gaussian distribution
in Figure 4.5 which shows larger uncertainties for the BDT results than for those that OmniFold
produces. In order for the unfolded distribution to not fluctuate as much as it currently does, most
weights computed by the BDT would have to have larger values distributed around 1. This is exactly
the case for OmniFold, which is why the distribution produced by it is more accurate.

Figure 4.1: The results of unfolding for each unfolding technique applied to the artificial dataset without
acceptance e�ects. The upper part of the figures depicts the true, target distribution in black whereas the
results of the individual methods are added as coloured dots with error bars. The reconstructed distribution
is shown in grey. The lower part of the figures shows the ratio-to-truth (RTT) which is the ratio of the target
bin number and the reconstruction or the unfolding results. A RTT of 1 means perfect unfolding of a bin.

23

6D Example:

(3D Gaussian, 2D beta distribution

1 exponential, all smeared with gaussian resolution)

Figure right: Lukas Reinarz, FB
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Let’s get ambitious

Chapter 3 Description of algorithms

training set consists of need not be correlated. In other words, there is no need for the training set
to contain pairs of corresponding reconstructed and true events, but the single task of the BDT is
the discrimination of reconstructed versus true samples which can be achieved even if a true sample
lacks its corresponding reconstructed sample in the training set. Finally, no binned data is needed but
instead, the current method allows for event-wise unfolding.

On the other hand, this approach, too, relies heavily on the true distributions of the observables
which are usually obtained by Monte Carlo simulations. If these simulations are in some way flawed,
the unfolding will simply yield unwanted results for if the underlying target distribution is wrong, so
will the unfolded one.

3.4 OmniFold

The OmniFold algorithm [23] seeks to remedy the disadvantages of the methods described in the
previous sections. Firstly, OmniFold can perform an event-wise and simultaneous unfolding of all
observables, just like the BDT approach. Secondly, by explicitly using real measurements and not
only simulated reconstructed data, it can take into account detector e�ects and simulation deficiencies.

Figure 3.1: The OmniFold algorithm in one figure taken from [23]. The upper part contains the data,
i.e. the real measurements, and the truth which is the true, physical distribution one wants to discover.
The lower part shows the generation which is a Monte Carlo simulation of the physical process, and the
simulation representing the Monte Carlo data on detector-level. In step 1, the synthetic detector-level data is
reweighed to approximate the natural detector-level distribution. Subsequently, step 2 reweighs the Monte
Carlo generated data of the underlying physical process to approximate the true distribution based on the
weights calculated in step 1.

18

based on training a deep network to unfold

detector distortions and effects

Figure right: Lukas Reinarz, FB

6D Example:

(3D Gaussian, 2D beta distribution

1 exponential, all smeared with gaussian resolution)

4.1 Results without acceptance e�ects

Figure 4.3: The results of the BDT and OmniFold on the artificial dataset without acceptance e�ects with a
finer binning. Error bars are omitted for the sake of clarity. The relevant parts of the figures are the same
as defined in the caption of Figure 4.1. In the lower parts, however, horizontal lines have been added which
represent the median RTT of the BDT (red) and OmniFold (teal). High bin values in the first and/or the
last bin of an observable occur due to over- and/or underflow, respectively. It is clear that the predictions of
the BDT fluctuate more around the true values.
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event-wise unfolding!

OmniFold: A Method to Simultaneously 
Unfold All Observables 


Phys. Rev. Lett. 124, 182001 (2020)
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χ2( |Vcb | , ⃗μ HQE) = (ℳ − 𝒫( ⃗μ HQE)) C−1 (ℳ − 𝒫( ⃗μ HQE))

 “extraction formula”:|Vcb |

+(ℬ − |Vcb |2 τB Γ( ⃗μ HQE))
2
/σ2

ℬ
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Figure 1: Two-dimensional projections of the fits performed with di↵erent assumptions for the
theoretical correlations. The orange, magenta, blue, light blue 1-sigma regions correspond to
scenarios A,B,C,D (� = 0.25GeV), respectively. The black contours show the same regions
when the mc constraint of Ref. [13] is employed.

7

Different ellipses 

= different theory 

correlation scenarios

C = Cexp + Ctheo

mkin
b

P. Gambino, C. Schwanda 

Phys. Rev. D 89, 014022 (2014)
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Monday

χ2( |Vcb | , ⃗μ HQE) = (ℳ − 𝒫( ⃗μ HQE)) C−1 (ℳ − 𝒫( ⃗μ HQE))

 “extraction formula”:|Vcb | C = Cexp + Ctheo

+(ℬ − |Vcb |2 τBΓ( ⃗μ HQE))
2
/σ2

ℬ

measured 
moments

predicted 
moments Introduce theory correlations 


between moments of various

cuts and orders

Precise choice of correlations entering  
introduce a large dependence on HQE parameters

Ctheo

Different Points 

= Different Correlation 


Scenario

Could e.g. theory nuisance 
parameters help?

The data is so precise, it can tell us which 
theory variations are too conservative

Theory Correlations

Can we parametrize our 
ignorance?

Glen Cowan, Eur. Phys. J. C (2019) 79:133

“Fixed” errors

Usually we fix the size of theory errors, 

but are we certain we know them as precisely


as we think we do? I.e. are they themselves uncertain?

Size or errors are 
constrained, but floating 
parameter in the average

Constraint: gamma distribution
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Experimental correlations

Many of the measurement

are systematically limited


(with the notable exception of some high cut moments)


i.e. systematic correlations are important

Source-wise correlations 

well motivated scheme

Phys. Rev. D81:032003, 2010

We should check the impact of alternative approaches

Cexp = Cstat +
Source

∑
i

Ci

Sum over independent 
uncertainties / eigendirections

Independent error source has a 
fully correlated effect over all 

measured quantities 
Ci = ⃗σ i ⊗ ⃗σ i

Note that there are other 
experimental errors that need a more 

careful treatment, e.g. Lepton ID

(one can use replicas as there might 

be decorrelation effects across 
measured quantities)

(Ci)km = (σi)k (σi)m ρkm

Cexp



Florian Bernlochner CKM 2021 — Incl. and Excl.  Discrepancies|Vxb |

Excl. |Vcb |

‣4 x 1D: Beware

‣Recent Lattice QCD results

‣New from LHCb & Belle II



# 33

4 x 1D Fits See also Bordone, Jung, Van Dyk [arXiv:1908.09398]

Projection of

same Events

C40x40 → C4x4

Statistical correlation 
matrix of all 40 bins

Sum all 10 bins

B → D*[ → Dπ]ℓν̄ℓ

I. INTRODUCTION

Precise determinations of the values of matrix elements of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix [1, 2] are important for testing the Standard Model of particle
physics (SM). In this article a precise determination of the magnitude of the CKM matrix
element |Vcb| is reported, based on a measurement of the exclusive decay of B̄0 ! D

⇤+
`
�
⌫̄`

with D
⇤+ ! D

0
⇡
+ and D

⇤+ ! D
+
⇡
0 and its isospin conjugate decay mode. In addition,

the unfolded di↵erential decay rates of four kinematic quantities, described in section II, that
fully characterize the semileptonic decay, are reported for the first time in this decay mode.
These measurements will allow for extractions of |Vcb| using unquenched lattice QCD calcu-
lations of the B̄ ! D

⇤ transition form factors beyond zero recoil when they are available in
the future. This measurement complements the previous Belle untagged result in Ref. [5],
by studying the properties of the B̄

0 ! D
⇤+

`
�
⌫̄` decay using an orthogonal data set: the

second B-meson in the collision is reconstructed using a fully reconstructed B sample. This
high purity sample allows for more precise reconstruction of the decay kinematics, at the
cost of lower e�ciency. Other recent measurements of |Vcb| using the exclusive B̄ ! D

⇤
` ⌫̄`

decay have been performed by the Babar experiment [6–8].
This paper is organized as follows: section II briefly reviews the theory describing semilep-

tonic B̄0 ! D
⇤+

`
�
⌫̄` decays. Section III provides a brief overview of the Belle detector and

the data sets used in this analysis. The event reconstruction and selection criteria are sum-
marized in section IV, while section V provides an overview of the extraction of the inclusive
and di↵erential signal yields. Section VI discusses the unfolding procedure. Section VII re-
views the dominant sources of systematic uncertainty. Section VIII describes the procedure
for extracting the CKM matrix element |Vcb|. Section IX concludes the article, with a brief
summary of the key results.

FIG. 1: The helicity angles ✓`, ✓v, and � that characterize the B̄ ! D⇤ ` ⌫̄` decay are shown: the
helicity angle ✓` is defined as the angle between the lepton and the direction opposite the B̄-meson
in the virtual W -boson rest frame; similarly ✓v is defined as the angle between the D meson and
the direction opposite the B̄-meson in the D⇤ rest frame; finally the angle � is defined as the tilting
angle between the two decay planes spanned by the W � ` and D⇤ �D systems in the B̄-meson
rest frame.

6

w ∼ q2

10 bins

Helicity Angles

If there would be no 
background,  


should be singular
C4x4

JC40x40JT = C4x4

J =

1,1,1,1,1,1,1,1,1,1
1,1,1,1,1,1,1,1,1,1
1,1,1,1,1,1,1,1,1,1
1,1,1,1,1,1,1,1,1,1

χ2( |Vcb | , ⃗μ FF) = (Δℬ − |Vcb |2 τB Γ( ⃗μ FF)) C−1
40×40 (Δℬ − |Vcb |2 τB Γ( ⃗μ FF))

i.e. if you setup your  extraction by fitting all 40 
bins, this could create problems

|Vcb |



Markus Prim, FB
Toy example: 

3 singular eigenvalues

w

cos θℓ

cos θV

χ



χ2( |Vcb | , ⃗μ FF) = (Δℬ/ℬ − ΔΓ( ⃗μ FF)/Γ( ⃗μ FF)) C−1
36×36 (Δℬ/ℬ − ΔΓ( ⃗μ FF)/Γ( ⃗μ FF)) + (ℬ − |Vcb |2 τB Γ( ⃗μ FF))

2
/σ2

ℬ

Elegant Solution: Fit the total rate and 4 shapes

See also Bordone, Jung, Van Dyk [arXiv:1908.09398] (!)

Shape in 
9 bins

(last bin is fully determined by 1 - sum of 
all other bins)

Toy example: 

Total rate

Markus Prim, FB
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4 x 1D or 1D or 4D?

1D fit results in high 
correlations of the FF 

parameters; but in 
principle one can 

extrapolate to w ∼ 1

But Large correlations due to 
unconstrained directions in 

other observables

Chaoyi Lyu, FB



The future might be unbinned…

Experimentally challenging   (solved e.g. by Phys. Rev. Lett. 123, 091801 (2019) )

Largest challenge: how to make this data accessible to others?

(also cf. Omnifold)



# 38

Slow pions

B → D*[ → Dπ]ℓν̄ℓ

I. INTRODUCTION

Precise determinations of the values of matrix elements of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix [1, 2] are important for testing the Standard Model of particle
physics (SM). In this article a precise determination of the magnitude of the CKM matrix
element |Vcb| is reported, based on a measurement of the exclusive decay of B̄0 ! D

⇤+
`
�
⌫̄`

with D
⇤+ ! D

0
⇡
+ and D

⇤+ ! D
+
⇡
0 and its isospin conjugate decay mode. In addition,

the unfolded di↵erential decay rates of four kinematic quantities, described in section II, that
fully characterize the semileptonic decay, are reported for the first time in this decay mode.
These measurements will allow for extractions of |Vcb| using unquenched lattice QCD calcu-
lations of the B̄ ! D

⇤ transition form factors beyond zero recoil when they are available in
the future. This measurement complements the previous Belle untagged result in Ref. [5],
by studying the properties of the B̄

0 ! D
⇤+

`
�
⌫̄` decay using an orthogonal data set: the

second B-meson in the collision is reconstructed using a fully reconstructed B sample. This
high purity sample allows for more precise reconstruction of the decay kinematics, at the
cost of lower e�ciency. Other recent measurements of |Vcb| using the exclusive B̄ ! D

⇤
` ⌫̄`

decay have been performed by the Babar experiment [6–8].
This paper is organized as follows: section II briefly reviews the theory describing semilep-

tonic B̄0 ! D
⇤+

`
�
⌫̄` decays. Section III provides a brief overview of the Belle detector and

the data sets used in this analysis. The event reconstruction and selection criteria are sum-
marized in section IV, while section V provides an overview of the extraction of the inclusive
and di↵erential signal yields. Section VI discusses the unfolding procedure. Section VII re-
views the dominant sources of systematic uncertainty. Section VIII describes the procedure
for extracting the CKM matrix element |Vcb|. Section IX concludes the article, with a brief
summary of the key results.

FIG. 1: The helicity angles ✓`, ✓v, and � that characterize the B̄ ! D⇤ ` ⌫̄` decay are shown: the
helicity angle ✓` is defined as the angle between the lepton and the direction opposite the B̄-meson
in the virtual W -boson rest frame; similarly ✓v is defined as the angle between the D meson and
the direction opposite the B̄-meson in the D⇤ rest frame; finally the angle � is defined as the tilting
angle between the two decay planes spanned by the W � ` and D⇤ �D systems in the B̄-meson
rest frame.
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To determine  we extrapolate to rate near |Vcb | w ∼ 1

Experimentally very challenging region:

w ∈ [1,1.1]

w ∈ [1.4,1.5]

D*− → D0π−
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FIG. 1. (Color online) Fit to the missing mass squared distribution in three bins of w for the B+ ! D̄0e+⌫e sub-sample. Points
with error bars are the data. Histograms are (from top to bottom) the B ! D`⌫` signal (green), the B ! D⇤`⌫` cross-feed
background (red), and other backgrounds (blue). The p-values of the fits are (from left to right) 0.55, 0.21, and 0.10.
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FIG. 2. Same as Fig. 1 for the B+ ! D̄0µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.71, 0.38, and 0.42.
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FIG. 3. Same as Fig. 1 for the B0 ! D�e+⌫e sub-sample. The p-values of the fits are (from left to right) 0.30, 0.10, and 0.96.
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FIG. 4. Same as Fig. 1 for the B0 ! D�µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.92, 0.39, and 1.00.

We see many of these events as down-feed in e.g. B+ → D0eν̄e



# 39

Slow pions

B → D*[ → Dπ]ℓν̄ℓ

w ∼ q2
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To determine  we extrapolate to rate near |Vcb | w ∼ 1

Experimentally very challenging region:

w ∈ [1,1.1]

w ∈ [1.4,1.5]

D*− → D0π−

)2 (GeV2M
0.5− 0 0.5 1 1.5 2

 )2
Ev

en
ts

 / 
( 0

.0
9 

G
eV

0

20

40

60

80

100

120

140

160

data
ν Dl→B 
ν D*l→B 

other background

w<1.06≤1.00

)2 (GeV2M
0.5− 0 0.5 1 1.5 2

 )2
Ev

en
ts

 / 
( 0

.0
9 

G
eV

0

50

100

150

200

250

300

350
data

ν Dl→B 
ν D*l→B 

other background

w<1.42≤1.36

)2 (GeV2M
0.5− 0 0.5 1 1.5 2

 )2
Ev

en
ts

 / 
( 0

.0
9 

G
eV

0

100

200

300

400

500
data

ν Dl→B 
ν D*l→B 

other background

w<1.60≤1.54

We see many of these events as down-feed in e.g. B+ → D0eν̄e

Can we use these   events to 

obtain complementary information for  ?

B → D*ℓν̄ℓ
w ∼ 1

Since the slow pions are so soft here, 


(pB − pD)2 ≈ (pB − pD*)2

What is reconstructed What you want

This has been exploited e.g. by the BaBar 

global analysis  [Phys. Rev. D79:012002, 2009]|Vcb |
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FNAL D* Lattice Results
34
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FIG. 12. Comparison between our fits to lattice data using BGL and the improved CLN parametrization. We show hA1 on the
left and R0 on the right. The di↵erences between BGL and CLN are mild for hA1 , at least in the region where there are data.
In contrast, the improved CLN fit to R0 shows large tensions with the lattice data.

FIG. 13. Comparison between our fits to lattice data using BGL and the improved CLN parametrization. Here we show R1 on
the left and R2 on the right. In this case, the fit to the R1 data looks acceptable in both cases, but the CLN fit to R2 shows
large di↵erences with the data.

3. Comparison with LCSR

We can also test the validity of the light cone sum rules (LCSR), often employed to constrain the form factors at
maximum recoil. To this end, we take the latest results from [98]. They present results for the form factors in a
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FIG. 12. Comparison between our fits to lattice data using BGL and the improved CLN parametrization. We show hA1 on the
left and R0 on the right. The di↵erences between BGL and CLN are mild for hA1 , at least in the region where there are data.
In contrast, the improved CLN fit to R0 shows large tensions with the lattice data.
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FIG. 13. Comparison between our fits to lattice data using BGL and the improved CLN parametrization. Here we show R1 on
the left and R2 on the right. In this case, the fit to the R1 data looks acceptable in both cases, but the CLN fit to R2 shows
large di↵erences with the data.

3. Comparison with LCSR

We can also test the validity of the light cone sum rules (LCSR), often employed to constrain the form factors at
maximum recoil. To this end, we take the latest results from [98]. They present results for the form factors in a

hA1

R2 =
hA3 +

mD*

mB
hA2

hA1

Intriguing deviation 

from HQET expectation!

B!D(⇤)`n form factors from lattice QCD with relativistic heavy quarks T. Kaneko
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Figure 3: Form factor ratios R1 (left panel) and R2 (right panel) as a function of w. The symbols show our
data at simulation points. The pale and dark shaded green bands show the results of the recent BGL fits with
the standard and strong unitarity bounds [7], whereas the purple band is from the CLN fit [6]. We also plot
the NLO HQET prediction by the dot-dashed line.

demonstrates that we can estimate dG/dw with an accuracy comparable to experiments, and also
shows a reasonable agreement between our and experimental data.

A ratio hA1/ f+, where f+ is the vector form factor for B!D`n , is also an important quantity,
since the CLN parametrization of hA1 is derived from this ratio in NLO HQET and a dispersive
parametrization of f+ [27]. The right panel of Fig. 4 shows a reasonable agreement in the w depen-
dence between HQET and lattice QCD. While there is a ⇠10 % difference in the normalization,
this does not necessarily lead to the |Vcb| tension, since hA1(1) is absorbed into the overall factor of
dG/dw, which is treated as a fit parameter in the |Vcb| determination.

5. Summary

In this article, we report on our studies of the B!D(⇤)`n decays. The relevant form factors
are precisely determined by simulating multiple values of the source-sink separation. While the
systematics of the continuum and chiral extrapolation are under investigation, it is expected to be
reasonably controllable due to the mild parametric dependence of the form factors.
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FIG. 12. Comparison between our fits to lattice data using BGL and the improved CLN parametrization. We show hA1 on the
left and R0 on the right. The di↵erences between BGL and CLN are mild for hA1 , at least in the region where there are data.
In contrast, the improved CLN fit to R0 shows large tensions with the lattice data.
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3. Comparison with LCSR

We can also test the validity of the light cone sum rules (LCSR), often employed to constrain the form factors at
maximum recoil. To this end, we take the latest results from [98]. They present results for the form factors in a
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A ratio hA1/ f+, where f+ is the vector form factor for B!D`n , is also an important quantity,
since the CLN parametrization of hA1 is derived from this ratio in NLO HQET and a dispersive
parametrization of f+ [27]. The right panel of Fig. 4 shows a reasonable agreement in the w depen-
dence between HQET and lattice QCD. While there is a ⇠10 % difference in the normalization,
this does not necessarily lead to the |Vcb| tension, since hA1(1) is absorbed into the overall factor of
dG/dw, which is treated as a fit parameter in the |Vcb| determination.
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In this article, we report on our studies of the B!D(⇤)`n decays. The relevant form factors
are precisely determined by simulating multiple values of the source-sink separation. While the
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FIG. 4. The form factors and ratios ⌘2
EW|Vcb|2F2, hA1(w)/hA1(1), R1 and R2 as a function of the hadronic recoil, w, for

BGL(1,0,2) and BGL(1,1,2). The central values and uncertainty bands are calculated with the same method as Fig. 3.

FIG. 5. The normalized form factor hV (w)/hV (1) as a function of the hadronic recoil, w, for BGL(1,1,2) with (orange) and
without (cyan) LQCD constraints, and BGL(2,2,2) with LQCD constraints (pink). The zoomed window within the plot is used
to emphasize the region around the LQCD inputs for hV . The central values and uncertainty bands are calculated with the
same method as Fig. 3.
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Figure 6: Background-subtracted distribution of p?(D�
s ) for (left) B

0
s ! D�

s µ
+⌫µ and (right)

B0
s ! D⇤�

s µ+⌫µ decays obtained from the fit based on the (red closed points, dashed line) CLN
and (blue open points, solid line) BGL parametrizations, with corresponding fit projections
overlaid.

Table 6: Fit results in the BGL parametrization. The uncertainty is split into two contributions,
statistical (stat) and that due to the uncertainty on the external inputs (ext).

Parameter Value

|Vcb| [10�3] 42.3 ± 0.8 (stat)± 1.2 (ext)
G(0) 1.097 ± 0.034 (stat)± 0.001 (ext)
d1 �0.017 ± 0.007 (stat)± 0.001 (ext)
d2 �0.26 ± 0.05 (stat)± 0.00 (ext)
b1 �0.06 ± 0.07 (stat)± 0.01 (ext)
a0 0.037 ± 0.009 (stat)± 0.001 (ext)
a1 0.28 ± 0.26 (stat)± 0.08 (ext)
c1 0.0031± 0.0022 (stat)± 0.0006 (ext)

the CLN and BGL fits. No significant di↵erences are found between the two fits for
both B

0
s ! D

�
s µ

+
⌫µ and B

0
s ! D

⇤�
s µ

+
⌫µ decays. The fit results for the parameters of

interest are reported in Table 6. Detailed fit results for all parameters, including their
correlations, are reported in Appendix B. The values found for the form-factor coe�cients
satisfy the unitarity bounds of Eqs. (24) and (32). The value of |Vcb| is found to be
(42.3± 0.8 (stat)± 1.2 (ext))⇥ 10�3, in agreement with the CLN analysis. The correlation
between the BGL and CLN results is 34.0%. When only G(0) is constrained and d1 and d2

are left free, |Vcb| is found to be (42.2± 1.5 (stat)± 1.2 (ext))⇥ 10�3. The constraints on
d1 and d2 improve the statistical precision on |Vcb| by about 50% and that on G(0) by 10%.
Without such constraints, the fit returns d1 = 0.02± 0.05 (stat) and d2 = �0.9± 0.8 (stat),
both in agreement with the LQCD estimations, and within the unitarity bound of Eq. (32).

Variations of the orders of the form-factor expansions have been probed for the

17

Table 5: Results from di↵erent fit configurations, where the first uncertainty is statistical and
the second systematic.

CLN fit

Unfolded fit ⇢
2 = 1.16± 0.05± 0.07

Unfolded fit with massless leptons ⇢
2 = 1.17± 0.05± 0.07

Folded fit ⇢
2 = 1.14± 0.04± 0.07

BGL fit

Unfolded fit
a
f
1 = �0.005± 0.034± 0.046

a
f
2 = 1.00+0.00

� 0.19
+0.00
� 0.38

Folded fit
a
f
1 = 0.039± 0.029± 0.046

a
f
2 = 1.00+0.00

� 0.13
+0.00
� 0.34

normalised event yields taking into account the e�ciency and resolution, which then is
fit to the experimental spectrum. Both procedures provide similar results with small
di↵erences induced by slightly di↵erent bin-by-bin correlations shown in Tab. 5.
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Figure 6: Unfolded normalised di↵erential decay rate with the fit superimposed for the CLN
parametrisation (green), and BGL (red). The band in the fit results includes both the statistical
and systematic uncertainty on the data yields.
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normalised event yields taking into account the e�ciency and resolution, which then is
fit to the experimental spectrum. Both procedures provide similar results with small
di↵erences induced by slightly di↵erent bin-by-bin correlations shown in Tab. 5.
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Table 5: Fit results in the CLN parametrization. The uncertainty is split into two contributions,
statistical (stat) and that due to the external inputs (ext).

Parameter Value

|Vcb| [10�3] 41.4 ± 0.6 (stat)± 1.2 (ext)
G(0) 1.102± 0.034 (stat)± 0.004 (ext)
⇢
2(D�

s ) 1.27 ± 0.05 (stat)± 0.00 (ext)
⇢
2(D⇤�

s ) 1.23 ± 0.17 (stat)± 0.01 (ext)
R1(1) 1.34 ± 0.25 (stat)± 0.02 (ext)
R2(1) 0.83 ± 0.16 (stat)± 0.01 (ext)

7.2 Determination of |Vcb| with the BGL parametrization

The BGL form-factor functions are given by Eqs. (13)–(15), for B0
s ! D

⇤�
s µ

+
⌫µ decays,

and Eq. (30), for B0
s ! D

�
s µ

+
⌫µ decays. The fit parameters are the coe�cients of the

series of the z expansion. For B
0
s ! D

⇤�
s µ

+
⌫µ decays, the expansion of the f , g and

F1 form factors is truncated after the first order in z. The coe�cients b0 and c0 are
constrained through hA1(1) using Eqs. (25) and (26). The coe�cients b1, a0, a1, and c1

are free parameters. For B0
s ! D

�
s µ

+
⌫µ decays, the expansion of the f+(z) form factor is

truncated after the second order in z and the coe�cients d0, d1 and d2, are constrained
to the values obtained in Appendix A using Ref. [23], with d0 expressed in terms of the
parameter G(0) using Eq. (33). No constraints from the unitarity bounds of Eqs. (24) and
(32) are imposed, to avoid potential biases on the parameters or fit instabilities due to
convergence at the boundary of the parameter space.

The fit has minimum �
2/ndf of 276/284, corresponding to a p-value of 63%. Figure 6

shows a comparison of the p?(D�
s ) background-subtracted distributions obtained with

16
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Figure 57: The B ! ⇡`⌫ q2 spectrum measurements and the average spectrum obtained from
the likelihood combination (shown in black).

common and individual uncertainties and correlations for the various measurements. Shared2871

sources of systematic uncertainty of all measurements are included in the likelihood as nuisance2872

parameters constrained using normal distributions. The most important shared sources of2873

uncertainty are due to continuum subtraction, branching fractions, the number of B-meson2874

pairs (only correlated among measurement by the same experiment), tracking efficiency (only2875

correlated among measurements by the same experiment), uncertainties from modelling the2876

b ! u ` ⌫` contamination, modelling of final state radiation, and contamination from b ! c `⌫`2877

decays.2878

The averaged q2 spectrum is shown in Fig. 57. The probability of the average is computed
as the �2 probability quantifying the agreement between the input spectra and the averaged
spectrum and amounts to 6%. The partial branching fractions and the full covariance matrix
obtained from the likelihood fit are given in Tables 82 and 83. The average for the total
B0

! ⇡�`+⌫` branching fraction is obtained by summing up the partial branching fractions:

B(B0
! ⇡�`+⌫`) = (1.50± 0.02stat ± 0.06syst)⇥ 10�4. (207)

7.3.2 |Vub| from B ! ⇡`⌫2879

The |Vub| average can be determined from the averaged q2 spectrum in combination with a
prediction for the normalization of the B ! ⇡ form factor. The differential decay rate for light
leptons (e, µ) is given by

�� = ��(q2low, q
2
high) =

Z
q
2
high

q
2
low

dq2

8 |~p⇡|

3

G2
F
|Vub|

2 q2

256 ⇡3 m2
B

H2
0 (q

2)

�
, (208)
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Figure 58: Fit of the BCL parametrization to the averaged q2 spectrum from BABAR and Belle
and the LQCD and LCSR calculations. The error bands represent the 1 � (dark green) and
2 � (light green) uncertainties of the fitted spectrum.

Table 85: Covariance matrix for the combined fit to data, LQCD and LCSR results.

Parameter |Vub| b0 b1 b2
|Vub| 2.064⇥ 10�8

�1.321⇥ 10�6
�1.881⇥ 10�6 7.454⇥ 10�6

b0 1.390⇥ 10�4 8.074⇥ 10�5
�8.953⇥ 10�4

b1 1.053⇥ 10�3
�2.879⇥ 10�3

b2 1.673⇥ 10�2
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from Belle II

Likelihood combination with 
systematic Nuisance Parameters 

of all measurements

Now also available for  : B → ρ/ωℓν̄ℓ

Figure 60: The averaged q2 spectrum of the measurements listed in the text for the ⇢ (left)
and ! (right) final state on top of the latest Belle and BABAR measurements. The isospin
transformation is applied to the B0

! ⇢�`+⌫ measurements. In the right figure we also show
the model (green band) which was used to split the bins in the averaging procedure.

average bin xi, i = 2 or 5, is split into two parts delimited by the lower bin edge, the q2 value2911

where the bin is split, and the upper bin edge. We label the two parts of the split bin as ‘left’2912

and ‘right’, respectively, in the following and define:2913

xi,left = Ii,left/Ii(1 + ✓i"i,left) ,

xi,right = Ii,right/Ii(1� ✓i"i,right) ,
(216)

where Ii,left (Ii,right) is the integral of the model function on the support of the left (right) part2914

of the split bin, the sum Ii = Ii,left + Ii,right is the integral over the entire bin, "i,left ("i,right) the2915

uncertainty of the integration given by the model uncertainty, and ✓i the nuisance parameter2916

for the model dependence. We point out that the averaged spectrum does not depend on |Vub|,2917

as |Vub| cancels in the ratios Ii,left/Ii (Ii,right/Ii).2918

The averaged spectra are shown in black in Fig. 60 and tabulated in Table 88.2919

7.3.4 |Vub| from B ! ⇢`⌫` and B ! !`⌫`2920

We fit the LCSR results from Ref. [572] combined with the averaged spectra in Sec. ?? over2921

the whole q2 region, thereby generating new predictions for the BSZ parameters beyond the2922

q2 . 14GeV2 regime of validity for the LCSR results. To this end, we define a �2 function of2923

the form2924

�2(|Vub|,~c) = �~cTC�1
LCSR�~c+�~yTC�1

Spectrum�~y ,

�~c = ~cLCSR � ~c ,

�~y = ~ySpectrum � ~��(|Vub|,~c)/ ~�q2 .

(217)

Here, ~c denotes the vector of BSZ parameters and ~y is the binned differential decay rate. Note2925

that |Vub| is included in the �2 function and fitted simultaneously with the BSZ expansion2926

coefficients. The result of the fit is tabulated in Tables 91, 92 and 93. The differential rates2927

for the leptonic and tauonic mode for both decays using our fitted coefficients are shown in2928

Fig. 61.2929
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FIG. 3. The extracted |Vub| values from B ! ⇢l⌫̄ and B !
!l⌫̄ for di↵erent cut-o↵s q2max of the respective q2 spectrum in
the fit. The stable extraction of Vub for increasing q2 cut-o↵s
indicates that the extrapolation into the high q2 region works.

FIG. 4. The extracted |Vub| values from B ! ⇢l⌫̄ and
B ! !l⌫̄ for the fits to the individual experiments, and our
averaged spectra. The B ! ⇢l⌫̄ measurements of Belle and
BABAR exhibit a slight tension.

V. PREDICTIONS IN THE STANDARD
MODEL AND BEYOND

Using our combined fit, in Table V we provide SM
predictions for the lepton universality ratios R(⇢) and
R(!), defined as usual as

R(V ) =
�(B ! V ⌧ ⌫̄)

�(B ! V `⌫̄)
. (18)

The combined fit improves the prediction for these ob-
servables over using the LCSR fit results alone by 24%
and 13%, respectively. It is further interesting to con-
sider phase space constrained lepton universality ratios,

as pointed out by Refs. [29, 30],

eR(V ) =

R t�
m2

⌧
dq

2 [d�(B ! V ⌧ ⌫̄)/dq2]
R t�
m2

⌧
dq2 [d�(B ! V l⌫̄)/dq2]

, (19)

i.e. restricting the light lepton mode to m
2
⌧  q

2


(mB � mV )2 ⌘ t�, such that the phase space suppres-
sion of the ⌧ mode is lifted. In eR(V ), the correlation is
increased between nominator and denominator and thus
a larger cancellation of uncertainties is possible, but a
small dependence on the actual shape of the light-lepton
di↵erential rate is introduced by the cut-o↵ at m2

⌧ . eR(V )
is insensitive to the low q

2
 m

2
⌧ ' 3.16GeV2 regime,

reducing its sensitivity to data in the nominal regime of
validity of the light-cone expansion q

2 . 14GeV2. How-
ever, we see in Table V that the LCSR predictions for
eR(⇢) and eR(!) are in good agreement with the combined
fit, suggesting that the experimental data does not pull
the (extrapolation of the) LCSR fit results significantly
in the higher q2 regime.
We also calculate SM predictions for several angular

observables, utilizing our combined fit result for the form
factors. First, we consider the vector meson longitudinal
polarization fraction

FL,l(V ) =
��=0(B ! V l⌫̄)

�(B ! V l⌫̄)
, (20)

with � the helicity of the vector meson V = ⇢, !. As
an aside, in the B ! (⇢ ! ⇡⇡)l⌫̄ decay, it is well-known
that the longitudinal polarization of the ⇢ arises in the
di↵erential rate with respect to the pion polar helicity
angle, as in Eq. (A10). One may derive a similar result
for the ! longitudinal polarization in B ! (! ! ⇡⇡⇡)l⌫̄,
via the Dalitz-type analysis provided in App. A, yielding

1

�

d�

d cos ✓+
=

3

8

⇥
1�FL(!)

⇤
(1+cos2 ✓+)+2FL(!) sin

2
✓+

�
,

(21)
in which the ✓+ helicity angle defines the angle between
the ⇡

+ momentum and the B momentum pB in the !

rest frame. Second, we calculate the ⌧ polarization (see
e.g. [2])

P⌧ (V ) =
�+(B ! V ⌧ ⌫̄)� ��(B ! V ⌧ ⌫̄)

�+(B ! V ⌧ ⌫̄) + ��(B ! V ⌧ ⌫̄)
, (22)

in which the ± subscript labels the ⌧ helicity, as well as
the forward-backward asymmetry

AFB,l(V ) =
�[0,1](B ! V l⌫̄)� �[�1,0](B ! V l⌫̄)

�[0,1](B ! V l⌫̄) + �[�1,0](B ! V l⌫̄)
, (23)

in which �L =
R
L dcos ✓l [d�/dcos ✓l]. The predicted cen-

tral values and uncertainties for these observables are
shown in Table V. Using the fitted form factors improves
the prediction for these angular observables over using
the LCSR fit results alone by up to 21%.

Table 93: Correlation matrix for |Vub| and the BSZ parameters to the averaged B ! !`⌫`
spectrum and the LCSR data.

|Vub| ↵A0
1 ↵A0

2 ↵A1
0 ↵A1

1 ↵A1
2 ↵A12

0 ↵A12
1 ↵A12

2 ↵V

0 ↵V

1 ↵V

2 ↵T1
0 ↵T1

1 ↵T1
2 ↵T2

1 ↵T2
2 ↵T23

0 ↵T23
1 ↵T23

2

|Vub| 1.00 -0.22 0.08 -0.48 0.04 0.04 -0.80 -0.28 -0.20 -0.46 0.06 -0.04 -0.43 0.06 -0.05 0.05 0.05 -0.61 -0.24 -0.19
↵A0
1 -0.22 1.00 -0.48 0.12 0.04 0.03 0.47 0.93 0.85 0.05 0.11 0.08 0.08 0.14 0.03 0.04 0.08 0.49 0.92 0.81

↵A0
2 0.08 -0.48 1.00 0.03 0.05 0.10 -0.27 -0.52 -0.39 0.07 -0.01 0.18 -0.02 -0.02 0.21 0.05 0.16 -0.30 -0.40 -0.10

↵A1
0 -0.48 0.12 0.03 1.00 0.61 0.46 0.24 0.05 -0.10 0.94 0.60 -0.46 0.93 0.61 -0.48 0.61 0.45 0.26 0.21 0.13

↵A1
1 0.04 0.04 0.05 0.61 1.00 0.84 -0.08 -0.02 -0.24 0.59 0.97 -0.51 0.58 0.97 -0.55 0.99 0.81 -0.02 0.12 -0.05

↵A1
2 0.04 0.03 0.10 0.46 0.84 1.00 -0.07 -0.00 -0.13 0.41 0.87 -0.16 0.40 0.86 -0.22 0.84 0.95 -0.02 0.09 0.01

↵A12
0 -0.80 0.47 -0.27 0.24 -0.08 -0.07 1.00 0.59 0.46 0.21 -0.10 0.12 0.20 -0.09 0.13 -0.09 -0.08 0.76 0.47 0.32

↵A12
1 -0.28 0.93 -0.52 0.05 -0.02 -0.00 0.59 1.00 0.89 -0.01 0.06 0.05 0.02 0.08 0.01 -0.02 0.01 0.51 0.89 0.75

↵A12
2 -0.20 0.85 -0.39 -0.10 -0.24 -0.13 0.46 0.89 1.00 -0.16 -0.14 0.19 -0.13 -0.12 0.16 -0.22 -0.10 0.36 0.70 0.73
↵V

0 -0.46 0.05 0.07 0.94 0.59 0.41 0.21 -0.01 -0.16 1.00 0.61 -0.52 0.93 0.59 -0.50 0.60 0.41 0.21 0.14 0.07
↵V

1 0.06 0.11 -0.01 0.60 0.97 0.87 -0.10 0.06 -0.14 0.61 1.00 -0.52 0.59 0.99 -0.56 0.98 0.85 -0.03 0.18 0.01
↵V

2 -0.04 0.08 0.18 -0.46 -0.51 -0.16 0.12 0.05 0.19 -0.52 -0.52 1.00 -0.54 -0.51 0.95 -0.53 -0.07 0.13 0.08 0.30
↵T1
0 -0.43 0.08 -0.02 0.93 0.58 0.40 0.20 0.02 -0.13 0.93 0.59 -0.54 1.00 0.62 -0.60 0.61 0.39 0.21 0.15 0.04

↵T1
1 0.06 0.14 -0.02 0.61 0.97 0.86 -0.09 0.08 -0.12 0.59 0.99 -0.51 0.62 1.00 -0.58 0.99 0.85 -0.02 0.21 0.03

↵T1
2 -0.05 0.03 0.21 -0.48 -0.55 -0.22 0.13 0.01 0.16 -0.50 -0.56 0.95 -0.60 -0.58 1.00 -0.59 -0.13 0.11 0.03 0.26

↵T2
1 0.05 0.04 0.05 0.61 0.99 0.84 -0.09 -0.02 -0.22 0.60 0.98 -0.53 0.61 0.99 -0.59 1.00 0.82 -0.03 0.12 -0.05

↵T2
2 0.05 0.08 0.16 0.45 0.81 0.95 -0.08 0.01 -0.10 0.41 0.85 -0.07 0.39 0.85 -0.13 0.82 1.00 -0.02 0.16 0.13

↵T23
0 -0.61 0.49 -0.30 0.26 -0.02 -0.02 0.76 0.51 0.36 0.21 -0.03 0.13 0.21 -0.02 0.11 -0.03 -0.02 1.00 0.53 0.32

↵T23
1 -0.24 0.92 -0.40 0.21 0.12 0.09 0.47 0.89 0.70 0.14 0.18 0.08 0.15 0.21 0.03 0.12 0.16 0.53 1.00 0.86

↵T23
2 -0.19 0.81 -0.10 0.13 -0.05 0.01 0.32 0.75 0.73 0.07 0.01 0.30 0.04 0.03 0.26 -0.05 0.13 0.32 0.86 1.00

Figure 61: The differential decay rates for the leptonic and tauonic mode with our fit result for
the BSZ coefficients for B ! ⇢`⌫` and B ! !`⌫`.
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Figure 58: Fit of the BCL parametrization to the averaged q2 spectrum from BABAR and Belle
and the LQCD and LCSR calculations. The error bands represent the 1 � (dark green) and
2 � (light green) uncertainties of the fitted spectrum.

Table 85: Covariance matrix for the combined fit to data, LQCD and LCSR results.

Parameter |Vub| b0 b1 b2
|Vub| 2.064⇥ 10�8

�1.321⇥ 10�6
�1.881⇥ 10�6 7.454⇥ 10�6

b0 1.390⇥ 10�4 8.074⇥ 10�5
�8.953⇥ 10�4

b1 1.053⇥ 10�3
�2.879⇥ 10�3

b2 1.673⇥ 10�2
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Table 93: Correlation matrix for |Vub| and the BSZ parameters to the averaged B ! !`⌫`
spectrum and the LCSR data.

|Vub| ↵A0
1 ↵A0

2 ↵A1
0 ↵A1

1 ↵A1
2 ↵A12

0 ↵A12
1 ↵A12

2 ↵V

0 ↵V

1 ↵V

2 ↵T1
0 ↵T1

1 ↵T1
2 ↵T2

1 ↵T2
2 ↵T23

0 ↵T23
1 ↵T23

2

|Vub| 1.00 -0.22 0.08 -0.48 0.04 0.04 -0.80 -0.28 -0.20 -0.46 0.06 -0.04 -0.43 0.06 -0.05 0.05 0.05 -0.61 -0.24 -0.19
↵A0
1 -0.22 1.00 -0.48 0.12 0.04 0.03 0.47 0.93 0.85 0.05 0.11 0.08 0.08 0.14 0.03 0.04 0.08 0.49 0.92 0.81

↵A0
2 0.08 -0.48 1.00 0.03 0.05 0.10 -0.27 -0.52 -0.39 0.07 -0.01 0.18 -0.02 -0.02 0.21 0.05 0.16 -0.30 -0.40 -0.10

↵A1
0 -0.48 0.12 0.03 1.00 0.61 0.46 0.24 0.05 -0.10 0.94 0.60 -0.46 0.93 0.61 -0.48 0.61 0.45 0.26 0.21 0.13

↵A1
1 0.04 0.04 0.05 0.61 1.00 0.84 -0.08 -0.02 -0.24 0.59 0.97 -0.51 0.58 0.97 -0.55 0.99 0.81 -0.02 0.12 -0.05

↵A1
2 0.04 0.03 0.10 0.46 0.84 1.00 -0.07 -0.00 -0.13 0.41 0.87 -0.16 0.40 0.86 -0.22 0.84 0.95 -0.02 0.09 0.01

↵A12
0 -0.80 0.47 -0.27 0.24 -0.08 -0.07 1.00 0.59 0.46 0.21 -0.10 0.12 0.20 -0.09 0.13 -0.09 -0.08 0.76 0.47 0.32

↵A12
1 -0.28 0.93 -0.52 0.05 -0.02 -0.00 0.59 1.00 0.89 -0.01 0.06 0.05 0.02 0.08 0.01 -0.02 0.01 0.51 0.89 0.75

↵A12
2 -0.20 0.85 -0.39 -0.10 -0.24 -0.13 0.46 0.89 1.00 -0.16 -0.14 0.19 -0.13 -0.12 0.16 -0.22 -0.10 0.36 0.70 0.73
↵V

0 -0.46 0.05 0.07 0.94 0.59 0.41 0.21 -0.01 -0.16 1.00 0.61 -0.52 0.93 0.59 -0.50 0.60 0.41 0.21 0.14 0.07
↵V

1 0.06 0.11 -0.01 0.60 0.97 0.87 -0.10 0.06 -0.14 0.61 1.00 -0.52 0.59 0.99 -0.56 0.98 0.85 -0.03 0.18 0.01
↵V

2 -0.04 0.08 0.18 -0.46 -0.51 -0.16 0.12 0.05 0.19 -0.52 -0.52 1.00 -0.54 -0.51 0.95 -0.53 -0.07 0.13 0.08 0.30
↵T1
0 -0.43 0.08 -0.02 0.93 0.58 0.40 0.20 0.02 -0.13 0.93 0.59 -0.54 1.00 0.62 -0.60 0.61 0.39 0.21 0.15 0.04

↵T1
1 0.06 0.14 -0.02 0.61 0.97 0.86 -0.09 0.08 -0.12 0.59 0.99 -0.51 0.62 1.00 -0.58 0.99 0.85 -0.02 0.21 0.03

↵T1
2 -0.05 0.03 0.21 -0.48 -0.55 -0.22 0.13 0.01 0.16 -0.50 -0.56 0.95 -0.60 -0.58 1.00 -0.59 -0.13 0.11 0.03 0.26

↵T2
1 0.05 0.04 0.05 0.61 0.99 0.84 -0.09 -0.02 -0.22 0.60 0.98 -0.53 0.61 0.99 -0.59 1.00 0.82 -0.03 0.12 -0.05

↵T2
2 0.05 0.08 0.16 0.45 0.81 0.95 -0.08 0.01 -0.10 0.41 0.85 -0.07 0.39 0.85 -0.13 0.82 1.00 -0.02 0.16 0.13

↵T23
0 -0.61 0.49 -0.30 0.26 -0.02 -0.02 0.76 0.51 0.36 0.21 -0.03 0.13 0.21 -0.02 0.11 -0.03 -0.02 1.00 0.53 0.32

↵T23
1 -0.24 0.92 -0.40 0.21 0.12 0.09 0.47 0.89 0.70 0.14 0.18 0.08 0.15 0.21 0.03 0.12 0.16 0.53 1.00 0.86

↵T23
2 -0.19 0.81 -0.10 0.13 -0.05 0.01 0.32 0.75 0.73 0.07 0.01 0.30 0.04 0.03 0.26 -0.05 0.13 0.32 0.86 1.00

Figure 61: The differential decay rates for the leptonic and tauonic mode with our fit result for
the BSZ coefficients for B ! ⇢`⌫` and B ! !`⌫`.
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 prefer much lower values of …ρ/ω |Vub |

See also FB, Markus Prim, Dean Robinson, Phys. Rev. D 104, 034032 (2021)

BSZ: J. High Energ. Phys. (2016) 2016: 98
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the templates are accounted for in the fits [25]. The main
background Hb → Hcð→ K−XÞμþX0, whose yield is free
in the fit, is obtained with a simulated inclusive sample. The
B0
s → K$−ð→ K−π0Þμþνμ background is modeled by sim-

ulating a mixture of three resonances [K$−ð892Þ,
K$−

0 ð1430Þ, and K$−
2 ð1430Þ] with a substantial branching

fraction to the K−π0 final state. Though the overall yield is
free, the mixture is fixed to certain proportions that are
varied up to a factor of 2.5 for systematic studies, according
to available measurements of the decays B− → K$−μþμ−

and B− → K$−η=ϕ [26]. The impact of a possible B0
s →

K−π0μþνμ nonresonant decay has also been considered and
found to be absorbed by the resonant mixture. The
charmonium background is dominated by B− → J=ψð→
μþμ−ÞK−X decays, with the fraction of the B− → J=ψð→
μþμ−ÞK− channel exceeding 75%. Its shape is determined
with simulated B− → J=ψð→ μþμ−ÞK−X events, while its
yield is derived from the yield of the B− → J=ψð→
μþμ−ÞK− signal peak in data. To recover that peak from
K−μþ combinations, the missing momentum of the μ− is
calculated from the B− flight direction and the known J=ψ
mass. The background originating from the misidentifica-
tion (misID) of a pion, proton, or muon as a kaon—or a
kaon, proton, or pion as a muon—is modeled using data
samples of hμþ (K−h) candidates with an identical selec-
tion as for the main sample, but where h is a charged track

that fails the kaon (muon) identification criteria. These
control samples are thus enriched in misidentified tracks
of the different species. The different contributions to
the kaon and muon misID are unfolded using control
samples of kinematically identified hadrons and muons
[27]. These samples are used to derive the probabilities
that a particle belonging to a given species and with
particular kinematic properties would pass the kaon or
muon criteria. With this method, both the mcorr shape
and the yield of the misID are constrained. The combina-
torial background is modeled with a separate data sample,
where a kaon and a muon from different events are
combined. The obtained pseudocandidates undergo the
same selection as the signal candidates and are corrected
to reproduce the kinematic properties of the standard
candidates. The fit to the normalization channel B0

s →
D−

s μþνμ employs shapes obtained from simulation. The
B0
s → D−

s μþνμ decay is modeled with the recent form factor
predictions of Ref. [28]. The main background originates
from B0

s semimuonic decays to excitations of the D−
s

meson, with the dominant D$−
s → D−

s γ decay represented
by a specific shape, and higher excitations D$$−

s ¼
½D$−

s0 ð2317Þ; D−
s1ð2460Þ; D−

s1ð2536Þ' → D−
s X modeled by

a combined shape. Other sources of background are the
decays of the form B → D−

s DX and the semitauonic decay
B0
s → D−

s τþð→ μþνμν̄τÞντ. Because of the similarity of
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FIG. 1. Distribution ofmcorr for (top) the signal B0
s → K−μþνμ, with (left) q2 < 7 GeV2=c4 and (right) q2 > 7 GeV2=c4, and (bottom)

the normalization B0
s → D−

s μþνμ channel. The points represent data, while the resulting fit components are shown as histograms.
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ranges is related to the difference in the theoretical
calculations of the form factors. To illustrate this, the
LQCD calculation in Ref. [31] gives FFK ¼ 0.94"
0.48 ps−1 at low q2, which can be compared to the chosen
LCSR value, 4.14" 0.38 ps−1 [32]. Figure 2 depicts the
jVubj=jVcbjmeasurements of this Letter, jVubj=jVcbjðlowÞ ¼
0.061" 0.004 and jVubj=jVcbjðhighÞ ¼ 0.095" 0.008,
with the uncertainties combined. The jVubj=jVcbj measure-
ment obtained with the Λ0

b baryon decays [7], for which a
form factor model based on a LQCD calculation [33] was
used, is also shown.
In conclusion, the decay B0

s → K−μþνμ is observed for
the first time. The branching fraction ratios in the two q2

regions reported in this Letter represent the first exper-
imental ingredient to the form factor calculations of the
B0
s → K−μþνμ decay. Moreover, the jVubj=jVcbj results

will improve both the averages of the exclusive measure-
ments in the ðjVcbj; jVubjÞ plane and the precision on the
least known side of the CKM unitarity triangle.
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the templates are accounted for in the fits [25]. The main
background Hb → Hcð→ K−XÞμþX0, whose yield is free
in the fit, is obtained with a simulated inclusive sample. The
B0
s → K$−ð→ K−π0Þμþνμ background is modeled by sim-

ulating a mixture of three resonances [K$−ð892Þ,
K$−

0 ð1430Þ, and K$−
2 ð1430Þ] with a substantial branching

fraction to the K−π0 final state. Though the overall yield is
free, the mixture is fixed to certain proportions that are
varied up to a factor of 2.5 for systematic studies, according
to available measurements of the decays B− → K$−μþμ−

and B− → K$−η=ϕ [26]. The impact of a possible B0
s →

K−π0μþνμ nonresonant decay has also been considered and
found to be absorbed by the resonant mixture. The
charmonium background is dominated by B− → J=ψð→
μþμ−ÞK−X decays, with the fraction of the B− → J=ψð→
μþμ−ÞK− channel exceeding 75%. Its shape is determined
with simulated B− → J=ψð→ μþμ−ÞK−X events, while its
yield is derived from the yield of the B− → J=ψð→
μþμ−ÞK− signal peak in data. To recover that peak from
K−μþ combinations, the missing momentum of the μ− is
calculated from the B− flight direction and the known J=ψ
mass. The background originating from the misidentifica-
tion (misID) of a pion, proton, or muon as a kaon—or a
kaon, proton, or pion as a muon—is modeled using data
samples of hμþ (K−h) candidates with an identical selec-
tion as for the main sample, but where h is a charged track

that fails the kaon (muon) identification criteria. These
control samples are thus enriched in misidentified tracks
of the different species. The different contributions to
the kaon and muon misID are unfolded using control
samples of kinematically identified hadrons and muons
[27]. These samples are used to derive the probabilities
that a particle belonging to a given species and with
particular kinematic properties would pass the kaon or
muon criteria. With this method, both the mcorr shape
and the yield of the misID are constrained. The combina-
torial background is modeled with a separate data sample,
where a kaon and a muon from different events are
combined. The obtained pseudocandidates undergo the
same selection as the signal candidates and are corrected
to reproduce the kinematic properties of the standard
candidates. The fit to the normalization channel B0

s →
D−

s μþνμ employs shapes obtained from simulation. The
B0
s → D−

s μþνμ decay is modeled with the recent form factor
predictions of Ref. [28]. The main background originates
from B0

s semimuonic decays to excitations of the D−
s

meson, with the dominant D$−
s → D−

s γ decay represented
by a specific shape, and higher excitations D$$−

s ¼
½D$−

s0 ð2317Þ; D−
s1ð2460Þ; D−

s1ð2536Þ' → D−
s X modeled by

a combined shape. Other sources of background are the
decays of the form B → D−

s DX and the semitauonic decay
B0
s → D−

s τþð→ μþνμν̄τÞντ. Because of the similarity of
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Quo vadis?

‣Where should and where 
can we go?
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Some closing thoughts 
Number of exciting developments are happening:

Belle II has many exciting results in the making (stay tuned for Spring / Summer 2022)

LHCb has evolved into a semileptonic results machine

→ Will revisit all inclusive and exclusive results of the B-factory era

→ Adds new perspectives and results form baryons, maybe also inclusive  

    determinations?

Lattice QCD made impressive leaps forward

→ Some are puzzling and need to be understood; lattice role in

 understanding inclusive decays has just started and is exciting

LCSR for many decays available

→ Interesting orthogonal information for phase-space regions plus only input 
for decays for which we have no lattice information

We need to start an era

of more accessible data
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Some closing thoughts 
Number of exciting developments are happening:

Belle II has many exciting results in the making (stay tuned for Spring / Summer 2022)

LHCb has evolved into a semileptonic results machine

→ Will revisit all inclusive and exclusive results of the B-factory era

→ Adds new perspectives and results form baryons, maybe also inclusive  

    determinations?

Lattice QCD made impressive leaps forward

→ Some are puzzling and need to be understood; lattice role in

 understanding inclusive decays has just started and is exciting

LCSR for many decays available

→ Interesting orthogonal information for phase-space regions plus only input 
for decays for which we have no lattice information

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb

W
�

�

⌫̄

b

q

Vqb

W
�

�

⌫̄

b

q
u

u

* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

b

q

q

He may look cute, but that 
might be deceiving…

… but we are hot on his trail
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Future directions: 
Avoid Efficiency shaping 


Adversarial Network – Correlation

Dennis Weyland – Adversarial Networks for the Belle II experiment November 3, 2017 12/14

What is Continuum?

Shapes of continuum (left) and signal (right) events

Continuum: Every event without 2 B mesons

Most important background component in many Belle analyses

Need for a binary classifier: continuum against signal events

Dennis Weyland – Adversarial Networks for the Belle II experiment November 3, 2017 4/14

New schematic for the correlations

Focus only on continuum events

Left: one rejection rate / Right: all rejection rates

New metric: Sum over the deviations for every rejection rate (0.2013)

Dennis Weyland – Adversarial Networks for the Belle II experiment November 3, 2017 7/14

Correlation between classifier and Mbc

Mbc =
q

E2
beam � p2

B

Continuum should not peak at the signal region

Dennis Weyland – Adversarial Networks for the Belle II experiment November 3, 2017 6/14

Adversarial Network – Implementation

Gaussian Mixture Model with 4 Gaussians

1 step training classifier, 10 steps training discriminators

Trade-Off factor to combine classifier and discriminators

Early Stopping for the classifier

Dennis Weyland – Adversarial Networks for the Belle II experiment November 3, 2017 11/14

https://indico.cern.ch/event/655447/contributions/2742185/attachments/1552413/2439489/adversarial_networks_in_belle2-iml.pdf

Implementation by D. Weyland 
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A. B ! Xu `+ ⌫` HYBRID MC DETAILS

Figure 13 shows the generator level hybrid B ! Xu `+ ⌫` signal sample for EB
` , MX , and q2 described in Section II.

FIG. 13. The generator level B ! Xu `+ ⌫` distributions EB
` , MX , and q2 for neutral (left) and charged (right) B mesons are

shown. The black histogram shows the merged hybrid model, composed of resonant and non-resonant contributions. For more
details on the used models and how the hybrid B ! Xu `+ ⌫` signal sample is constructed, see Section II.

B. INPUT VARIABLES OF B ! Xc`⌫̄` SUPPRESSION BDT

The shapes of the variables used in the B ! Xc `+ ⌫` background suppression BDT are shown in Figures 14 and
17. The most discriminating variables are M2

miss, the Bsig vertex fit probability, and M2
miss,D

⇤ . Figures 15, 16 and
18 show the agreement between recorded and simulated events, taking into account the full uncertainties detailed in
Section V. More details about the BDT can be found in Section III C.

B0 → Xuℓν̄ℓ B+ → Xuℓν̄ℓ



# �5

 modelling

• Update excl. branching ratios to PDG 2020 and the masses and widths of D** decays


• Generate additional MC samples to fill the gap between the exclusive & inclusive 
measurement (assign 100% BR uncertainty in systematics covariance matrix)

Raynette Van Tonder’s talk
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Fit for partial BFs
18

FIG. 9. The post-fit projection ofMX of the two-dimensional
fit to MX : q2 on MX and the q2 distribution in the range
of MX 2 [0, 1.5]GeV are shown. The resulting yields are
corrected to correspond to a partial branching fraction with
EB

` > 1GeV. The remaining q2 distributions are given in
Figure 21 (Appendix D).

- DGE: The Dressed Gluon Approximation (short
DGE) from Andersen and Gardi [19, 20] makes pre-
dictions by avoiding the direct use of shape func-
tions, but produces predictions for hadronic observ-
ables using the on-shell b-quark mass. The calcu-
lation is carried out in the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

- GGOU: The prediction from Gambino, Giordano,
Ossola, and Uraltsev [18] (short GGOU) incorpo-
rates all known perturbative and non-perturbative
e↵ects up to the order O(↵2

s �0) and O(1/m3
b), re-

spectively. The shape function dependence is incor-
porated by parametrizing its e↵ects in each struc-
ture function with a single light-cone function. The
calculation is carried out in the kinetic scheme and
we use as inputs mkin

b = 4.55 ± 0.02 GeV and

µ2 kin
⇡ = 0.46 ± 0.08 GeV2.

- ADFR: The calculation of Aglietti, Di Lodovico,
Ferrera, and Ricciardi [21, 22] makes use of the ra-
tio of B ! Xu `+ ⌫` to B ! Xc `+ ⌫` rates and
soft-gluon resummation at next-to-next-to-leading-
order and an e↵ective QCD coupling approach.
The calculation uses the MS scheme and we use
mb(MS) = 4.19 ± 0.04 GeV.

Table VI lists the decay rates and their associated uncer-
tainties for the probed regions of phase space, which we
use to extract |Vub| from the measured partial branching
fractions with Eq. 32.

C. |Vub| Results

From the partial branching fractions with EB
` > 1 GeV

and MX < 1.7 GeV determined from fitting MX we find

|Vub| (BLNP) = (3.90 ± 0.08 ± 0.15 ± 0.21) ⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.08 ± 0.09 ± 0.16+0.20

�0.26

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
3.97 ± 0.08+0.15

�0.16
+0.15
�0.16

⌘
⇥ 10�3 ,

|Vub| (ADFR) = (3.63 ± 0.08 ± 0.14 ± 0.17) ⇥ 10�3 .
(33)

The uncertainties denote the statistical uncertainty, the
systematic uncertainty and the theory error from the par-
tial rate prediction. For the partial branching fraction
with EB

` > 1 GeV, MX < 1.7 GeV, and q2 > 8 GeV2 we
find

|Vub| (BLNP) =
⇣
4.24+0.22

�0.23
+0.30
�0.32

+0.26
�0.28

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16+0.22

�0.23
+0.29
�0.31

+0.18
�0.21

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.25+0.22

�0.24
+0.30
�0.32

+0.24
�0.26

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
3.68+0.19

�0.20
+0.26
�0.28 ± 0.17

⌘
⇥ 10�3 . (34)

Finally, the most inclusive determination with EB
` >

1 GeV from the two-dimensional fit of MX and q2 results
in

|Vub| (BLNP) =
⇣
4.05 ± 0.09+0.21

�0.22
+0.18
�0.20

⌘
⇥ 10�3 ,

|Vub| (DGE) =
⇣
4.16 ± 0.09+0.21

�0.22
+0.11
�0.12

⌘
⇥ 10�3 ,

|Vub| (GGOU) =
⇣
4.15 ± 0.09+0.21

�0.22
+0.08
�0.09

⌘
⇥ 10�3 ,

|Vub| (ADFR) =
⇣
4.05 ± 0.09+0.21

�0.22 ± 0.18
⌘
⇥ 10�3 .

(35)

In order to quote a single value for |Vub| we adapt the
procedure of Ref. [67] and calculate a simple arithmetic
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D. NUISANCE PARAMETER PULLS AND ADDITIONAL FIT PLOTS

Figures 19 and 20 show the nuisance parameter pulls for each fit category k and bin i defined as

⇣
b✓ik � ✓ik

⌘
/
q

⌃k,ii , (52)

of the partial branching fraction fits, with b✓ (✓) corresponding to the post-fit (pre-fit) value of the nuisance parameter.
Note that uncertainties of each pull shows the post-fit error

q
b⌃k,ii (53)

normalized to the pre-fit constraint

q
⌃k,ii . (54)

Figure 21 shows the post-fit q2 distributions of the two-dimensional fit to MX : q2 on MX .

FIG. 19. The nuisance parameter pulls on the 1D fits of MX , q2, and EB
` with and without MX < 1.7 GeV events separated

out, are shown from left to right.

FIG. 20. The nuisance parameter pulls on the 2D fit of MX : q2 is shown.

Subtraction of bkg in fit with coarse binning 

to minimize Xu modelling dependence 
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.Signal and Bkg shape errors included in 

Fit via NPs
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TABLE VI. The theory rates ��(B ! Xu `+ ⌫`) from various theory calculations are listed. The rates are given in units of
ps�1.

Phase-space region BLNP [17] DGE [19, 20] GGOU [18] ADFR [21, 22]

MX < 1.7GeV 45.2+5.4
�4.6 42.3+5.8

�3.8 43.7+3.9
�3.2 52.3+5.4

�4.7

MX < 1.7GeV, q2 > 8GeV2 23.4+3.4
�2.6 24.3+2.6

�1.9 23.3+3.2
�2.4 31.1+3.0

�2.6

EB
` > 1GeV 61.5+6.4

�5.1 58.2+3.6
�3.0 58.5+2.7

�2.3 61.5+5.8
�5.1

average of the most precise determinations in Eq. 35 to
obtain

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 . (36)

This value is larger, but compatible with the ex-
clusive measurement of |Vub| from B ! ⇡ `+ ⌫` of
|Vub| = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 within 1.3 standard
deviations.

D. Stability Checks

To check the stability of the result we redetermine the
partial branching fractions using two additional working
points. We change the BDT selection to increase and
decrease the amount of B ! Xc `+ ⌫` and other back-
grounds, and repeat the full analysis procedure. The
resulting values of �B(B ! Xu` ⌫`) are determined us-
ing the two-dimensional fit of MX : q2 and are shown
in Figure 10. The background contamination changes by

FIG. 10. The stability of the determined partial branching
fraction �B(B ! Xu` ⌫`) using the MX : q2 fit is studied
as a function of the BDT selection requirement. The clas-
sifier output selection of 0.83 and 0.87 correspond to signal
e�ciencies after the pre-selection of 22% and 15%, respec-
tively. These selections increase, or decrease the background
from B ! Xc `

+ ⌫` and other processes by 37% and 33%,
respectively. The grey and yellow bands show the total and
statistical error, respectively, with the nominal BDT working
point of 0.85.

+37% and �33%, respectively. The small shifts in cen-
tral value are well contained within the quoted system-
atic uncertainties. To further estimate the compatibility
of the result we determine the full statistical and sys-
tematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B ! Xu `+ ⌫` Charged Pion Multiplicity

The modeling the B ! Xu `+ ⌫` signal composition is
crucial to all presented measurements. One aspect dif-
ficult to assess is the Xu fragmentation simulation: the
charmless Xu state can decay via many di↵erent channels
producing a number of charged or neutral pions or kaons.
In Section V we discussed how we assess the uncertainty
on the number of ss̄ quark pairs produced in the Xu frag-
mentation. Due to the BDT removing such events to sup-
press the dominant B ! Xc `+ ⌫` background, no signal-
enriched region can be easily obtained. The accuracy of
the fragmentation into the number of charged pions can
be tested in the signal enriched region of MX < 1.7 GeV.
Figure 11 compares the charged pion multiplicity be-
tween simulated signal and background processes and
data. The signal and background predictions are scaled
to their respective normalizations obtained from the two-

FIG. 11. The post-fit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC
stack include all systematic uncertainties.

Projections of 2D fit in mX : q2

Resonance region

Resonance region

(low mX, high q2)

Unfold measured yields to 

3 phase-space regions:
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TABLE V. The fitted signal yields in (b⌘sig) and outside (b⌘sig�out) the measured phase-space regions, the background yields
(b⌘bkg) and the product of tagging and selection e�ciency are listed.

Phase-space region Additional Selection Fit variable(s) b⌘sig b⌘sig�out b⌘bkg 103
�
✏tag · ✏sel

�

MX < 1.7 GeV,

EB
` > 1 GeV

-
MX fit 1558± 66± 72 364± 51 6912± 138 0.26± 0.07

MX < 1.7 GeV,

EB
` > 1 GeV

MX < 1.7GeV EB
` fit 1285± 68± 136 22± 3 1362± 153 0.21± 0.07

MX < 1.7 GeV,

q2 > 8 GeV2,

EB
` > 1 GeV

MX < 1.7GeV q2 fit 938± 101± 98 474± 58 1253± 194 0.14± 0.07

EB
` > 1 GeV MX < 1.7GeV EB

` fit 1303± 69± 138 - 1366± 154 0.21± 0.19

EB
` > 1 GeV MX : q2 fit 1801± 81± 127 - 7032± 167 0.31± 0.12

by fitting EB
` , covering the same phase space (c.f. Fig-

ure 8):

�B(B ! Xu`+ ⌫`) = (1.69 ± 0.09 ± 0.26) ⇥ 10�3 . (31)

The uncertainties are larger, but both results are
compatible. The nuisance parameter pulls of all fits
are provided in Appendix D. The result of Eq. 30
can be further compared with the most precise mea-
surement to date of this region of Ref. [66], where
�B(B ! Xu` ⌫`) = (1.55 ± 0.12) ⇥ 10�3, and shows
good agreement. The measurement can also be com-
pared to Ref. [15] using a similar experimental approach.
The measured partial branching fraction of EB

` > 1 GeV
is �B(B ! Xu` ⌫`) = (1.82 ± 0.19) ⇥ 10�3, which is
compatible with Eq. 30 within 0.9 standard deviations.
Belle previously reported in Ref. [16] using also a similar
approach for the same phase space a higher value of
�B(B ! Xu` ⌫`) = (1.96 ± 0.19) ⇥ 10�3. We cannot
quantify the statistical overlap between both results, but
by comparing the number of determined signal events
one can estimate it to be below 55%. The dominant
systematic uncertainties of Ref. [16] were evaluated
using di↵erent approaches, but fully correlating the
dominant systematic uncertainties and assuming a
statistical correlation of 55% we obtain a compatibility
of 1.7 standard deviations. The main di↵erence of this
analysis with Ref. [16] lies in the modeling of signal
and background processes: since its publication our
understanding improved and more precise measurements
of branching fractions and form factors were made
available. Further, for the B ! Xu `+ ⌫` signal process
in this paper a hybrid approach was adopted (see
Section II and Appendix A), whereas Ref. [16] used
an alternative approach to model signal as a mix of
inclusive and exclusive decay modes. Note that this
work supersedes Ref. [16].

B. |Vub| Determination

We determine |Vub| from the measured partial branch-
ing fractions using a range of theoretical rate predictions.
In principle, the total B ! Xu `+ ⌫` decay rate can be
calculated using the same approach as B ! Xc `+ ⌫` us-
ing the heavy quark expansion (HQE) in inverse pow-
ers of mb. Unfortunately, the measurement requirements
necessary to separate B ! Xu `+ ⌫` from the dominant
B ! Xc `+ ⌫` background spoil the convergence of this
approach. In the predictions for the partial rates cor-
responding to our measurements, perturbative and non-
perturbative uncertainties are largely enhanced and as
outlined in the introduction the predictions are sensitive
to the shape function modeling.

The relationship between measured partial branching
fractions, predictions of the rate (omitting CKM factors)
��(B ! Xu `+ ⌫`), and |Vub| is

|Vub| =

s
�B(B ! Xu `+ ⌫`)

⌧B · ��(B ! Xu `+ ⌫`)
. (32)

with ⌧B = (1.579 ± 0.004) ps denoting the average of the
charged and neutral B meson lifetime [37]. We use four
predictions for the theoretical partial rates. All predic-
tions use the same input values as Ref. [6] chooses for
their world averages. The four predictions are:

- BLNP: The prediction of Bosch, Lange, Neubert,
and Paz (short BLNP) of Ref. [17] provides a pre-
diction at next-to-leading-order accuracy in terms
of the strong coupling constant ↵s and incorporates
all known corrections. Predictions are interpolated
between the shape-function dominated region (end-
point of the lepton spectrum, small hadronic mass)
to the region of phase space, that can be described
via the operator product expansion (OPE). As in-
put we use mSF

b = 4.58 ± 0.03 GeV and µ2 SF
⇡ =

0.20+0.09
�0.10 GeV2.
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A. B ! Xu `+ ⌫` HYBRID MC DETAILS

Figure 13 shows the generator level hybrid B ! Xu `+ ⌫` signal sample for EB
` , MX , and q2 described in Section II.

FIG. 13. The generator level B ! Xu `+ ⌫` distributions EB
` , MX , and q2 for neutral (left) and charged (right) B mesons are

shown. The black histogram shows the merged hybrid model, composed of resonant and non-resonant contributions. For more
details on the used models and how the hybrid B ! Xu `+ ⌫` signal sample is constructed, see Section II.

B. INPUT VARIABLES OF B ! Xc`⌫̄` SUPPRESSION BDT

The shapes of the variables used in the B ! Xc `+ ⌫` background suppression BDT are shown in Figures 14 and 16.
The most discriminating variables are M2

miss, the Bsig vertex fit probability, and M2
miss,D

⇤ . Figures 15 and 17 show
the agreement between recorded and simulated events, taking into account the full uncertainties detailed in Section V.
More details about the BDT can be found in Section III C.

π ρ nonres. Xu

W/o detector smearing
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IX. SUMMARY AND CONCLUSIONS

We report measurements of partial branching frac-
tions with di↵erent requirements on the properties of the
hadronic system of the B ! Xu `+ ⌫` decay and with
a lepton energy of EB

` > 1 GeV in the B rest-frame,
covering 31-86% of the available phase space. The size-
able background from semileptonic B ! Xc `+ ⌫` de-
cays is suppressed using multivariate methods in the
form of a BDT. This approach allows us to reduce such
backgrounds to an acceptable level, whilst retaining a
high signal e�ciency. Signal yields are obtained using a
binned likelihood fit in either the reconstructed hadronic
mass MX , the four-momentum-transfer squared q2, or
the lepton energy EB

` . The most precise result is ob-
tained from a two-dimensional fit of MX and q2. Trans-
lated to a partial branching fraction for EB

` > 1 GeV we
obtain

�B(B ! Xu`+ ⌫`) = (1.59 ± 0.07 ± 0.17) ⇥ 10�3 , (50)

with the errors denoting statistical and systematic un-
certainties. The partial branching fraction is compatible
with the value obtained by a fit of the lepton energy
spectrum EB

` and with the most precise determination
of Ref. [66]. In addition, it is stable under variations
of the background suppression BDT. From this partial
branching fraction we obtain a value of

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 (51)

from an average over four theoretical calculations. This
value is higher than, but compatible with, the value
of |Vub| from exclusive determinations by 1.3 standard
deviations. The compatibility with the value expected
from CKM unitarity from a fit of Ref. [73] of |Vub| =⇣
3.62+0.11

�0.08

⌘
⇥ 10�3 is 1.6 standard deviations. Fig-

ure 12 summarizes the situation. The result presented
here supersedes Ref. [16]: this paper uses a more e�-
cient tagging algorithm, incorporates improvements of
the B ! Xu `+ ⌫` signal and B ! Xc `+ ⌫` background
descriptions, and analyzes the full Belle data set of 711
fb�1. The measurement of kinematic di↵erential shapes
of MX , q2, and other properties are left for future work.
These results will be crucial for future direct measure-
ments with Belle II that will attempt to use data-driven
methods to directly constrain the shape function using
B ! Xu `+ ⌫` information.
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TABLE V. The fitted signal yields in (b⌘sig) and outside (b⌘sig�out) the measured phase-space regions, the background yields
(b⌘bkg) and the product of tagging and selection e�ciency are listed.

Phase-space region Additional Selection Fit variable(s) b⌘sig b⌘sig�out b⌘bkg 103
�
✏tag · ✏sel

�

MX < 1.7 GeV,

EB
` > 1 GeV

-
MX fit 1558± 66± 72 364± 51 6912± 138 0.26± 0.07

MX < 1.7 GeV,

EB
` > 1 GeV

MX < 1.7GeV EB
` fit 1285± 68± 136 22± 3 1362± 153 0.21± 0.07

MX < 1.7 GeV,

q2 > 8 GeV2,

EB
` > 1 GeV

MX < 1.7GeV q2 fit 938± 101± 98 474± 58 1253± 194 0.14± 0.07

EB
` > 1 GeV MX < 1.7GeV EB

` fit 1303± 69± 138 - 1366± 154 0.21± 0.19

EB
` > 1 GeV MX : q2 fit 1801± 81± 127 - 7032± 167 0.31± 0.12

by fitting EB
` , covering the same phase space (c.f. Fig-

ure 8):

�B(B ! Xu`+ ⌫`) = (1.69 ± 0.09 ± 0.26) ⇥ 10�3 . (31)

The uncertainties are larger, but both results are
compatible. The nuisance parameter pulls of all fits
are provided in Appendix D. The result of Eq. 30
can be further compared with the most precise mea-
surement to date of this region of Ref. [66], where
�B(B ! Xu` ⌫`) = (1.55 ± 0.12) ⇥ 10�3, and shows
good agreement. The measurement can also be com-
pared to Ref. [15] using a similar experimental approach.
The measured partial branching fraction of EB

` > 1 GeV
is �B(B ! Xu` ⌫`) = (1.82 ± 0.19) ⇥ 10�3, which is
compatible with Eq. 30 within 0.9 standard deviations.
Belle previously reported in Ref. [16] using also a similar
approach for the same phase space a higher value of
�B(B ! Xu` ⌫`) = (1.96 ± 0.19) ⇥ 10�3. We cannot
quantify the statistical overlap between both results, but
by comparing the number of determined signal events
one can estimate it to be below 55%. The dominant
systematic uncertainties of Ref. [16] were evaluated
using di↵erent approaches, but fully correlating the
dominant systematic uncertainties and assuming a
statistical correlation of 55% we obtain a compatibility
of 1.7 standard deviations. The main di↵erence of this
analysis with Ref. [16] lies in the modeling of signal
and background processes: since its publication our
understanding improved and more precise measurements
of branching fractions and form factors were made
available. Further, for the B ! Xu `+ ⌫` signal process
in this paper a hybrid approach was adopted (see
Section II and Appendix A), whereas Ref. [16] used
an alternative approach to model signal as a mix of
inclusive and exclusive decay modes. Note that this
work supersedes Ref. [16].

B. |Vub| Determination

We determine |Vub| from the measured partial branch-
ing fractions using a range of theoretical rate predictions.
In principle, the total B ! Xu `+ ⌫` decay rate can be
calculated using the same approach as B ! Xc `+ ⌫` us-
ing the heavy quark expansion (HQE) in inverse pow-
ers of mb. Unfortunately, the measurement requirements
necessary to separate B ! Xu `+ ⌫` from the dominant
B ! Xc `+ ⌫` background spoil the convergence of this
approach. In the predictions for the partial rates cor-
responding to our measurements, perturbative and non-
perturbative uncertainties are largely enhanced and as
outlined in the introduction the predictions are sensitive
to the shape function modeling.

The relationship between measured partial branching
fractions, predictions of the rate (omitting CKM factors)
��(B ! Xu `+ ⌫`), and |Vub| is

|Vub| =

s
�B(B ! Xu `+ ⌫`)

⌧B · ��(B ! Xu `+ ⌫`)
. (32)

with ⌧B = (1.579 ± 0.004) ps denoting the average of the
charged and neutral B meson lifetime [37]. We use four
predictions for the theoretical partial rates. All predic-
tions use the same input values as Ref. [6] chooses for
their world averages. The four predictions are:

- BLNP: The prediction of Bosch, Lange, Neubert,
and Paz (short BLNP) of Ref. [17] provides a pre-
diction at next-to-leading-order accuracy in terms
of the strong coupling constant ↵s and incorporates
all known corrections. Predictions are interpolated
between the shape-function dominated region (end-
point of the lepton spectrum, small hadronic mass)
to the region of phase space, that can be described
via the operator product expansion (OPE). As in-
put we use mSF

b = 4.58 ± 0.03 GeV and µ2 SF
⇡ =

0.20+0.09
�0.10 GeV2.

Arithmetic average:  
|Vub | = (4.10 ± 0.09 ± 0.22 ± 0.15) × 10−3

CKM Unitarity:  
|Vub | = (3.62+0.11

−0.08) × 10−3

Exclusive Average for  : B → πℓν̄ℓ
|Vub | = (3.67 ± 0.09 ± 0.12) × 10−3
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TABLE VI. The theory rates ��(B ! Xu `+ ⌫`) from various theory calculations are listed. The rates are given in units of
ps�1.

Phase-space region BLNP [17] DGE [19, 20] GGOU [18] ADFR [21, 22]

MX < 1.7GeV 45.2+5.4
�4.6 42.3+5.8

�3.8 43.7+3.9
�3.2 52.3+5.4

�4.7

MX < 1.7GeV, q2 > 8GeV2 23.4+3.4
�2.6 24.3+2.6

�1.9 23.3+3.2
�2.4 31.1+3.0

�2.6

EB
` > 1GeV 61.5+6.4

�5.1 58.2+3.6
�3.0 58.5+2.7

�2.3 61.5+5.8
�5.1

average of the most precise determinations in Eq. 35 to
obtain

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 . (36)

This value is larger, but compatible with the ex-
clusive measurement of |Vub| from B ! ⇡ `+ ⌫` of
|Vub| = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 within 1.3 standard
deviations.

D. Stability Checks

To check the stability of the result we redetermine the
partial branching fractions using two additional working
points. We change the BDT selection to increase and
decrease the amount of B ! Xc `+ ⌫` and other back-
grounds, and repeat the full analysis procedure. The
resulting values of �B(B ! Xu` ⌫`) are determined us-
ing the two-dimensional fit of MX : q2 and are shown
in Figure 10. The background contamination changes by

FIG. 10. The stability of the determined partial branching
fraction �B(B ! Xu` ⌫`) using the MX : q2 fit is studied
as a function of the BDT selection requirement. The clas-
sifier output selection of 0.83 and 0.87 correspond to signal
e�ciencies after the pre-selection of 22% and 15%, respec-
tively. These selections increase, or decrease the background
from B ! Xc `

+ ⌫` and other processes by 37% and 33%,
respectively. The grey and yellow bands show the total and
statistical error, respectively, with the nominal BDT working
point of 0.85.

+37% and �33%, respectively. The small shifts in cen-
tral value are well contained within the quoted system-
atic uncertainties. To further estimate the compatibility
of the result we determine the full statistical and sys-
tematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B ! Xu `+ ⌫` Charged Pion Multiplicity

The modeling the B ! Xu `+ ⌫` signal composition is
crucial to all presented measurements. One aspect dif-
ficult to assess is the Xu fragmentation simulation: the
charmless Xu state can decay via many di↵erent channels
producing a number of charged or neutral pions or kaons.
In Section V we discussed how we assess the uncertainty
on the number of ss̄ quark pairs produced in the Xu frag-
mentation. Due to the BDT removing such events to sup-
press the dominant B ! Xc `+ ⌫` background, no signal-
enriched region can be easily obtained. The accuracy of
the fragmentation into the number of charged pions can
be tested in the signal enriched region of MX < 1.7 GeV.
Figure 11 compares the charged pion multiplicity be-
tween simulated signal and background processes and
data. The signal and background predictions are scaled
to their respective normalizations obtained from the two-

FIG. 11. The post-fit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC
stack include all systematic uncertainties.

Stability as a function of BDT cut:


33%  
more Bkg

37%  
less Bkg
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TABLE VI. The theory rates ��(B ! Xu `+ ⌫`) from various theory calculations are listed. The rates are given in units of
ps�1.

Phase-space region BLNP [17] DGE [19, 20] GGOU [18] ADFR [21, 22]

MX < 1.7GeV 45.2+5.4
�4.6 42.3+5.8

�3.8 43.7+3.9
�3.2 52.3+5.4

�4.7

MX < 1.7GeV, q2 > 8GeV2 23.4+3.4
�2.6 24.3+2.6

�1.9 23.3+3.2
�2.4 31.1+3.0

�2.6

EB
` > 1GeV 61.5+6.4

�5.1 58.2+3.6
�3.0 58.5+2.7

�2.3 61.5+5.8
�5.1

average of the most precise determinations in Eq. 35 to
obtain

|Vub| = (4.10 ± 0.09 ± 0.22 ± 0.15) ⇥ 10�3 . (36)

This value is larger, but compatible with the ex-
clusive measurement of |Vub| from B ! ⇡ `+ ⌫` of
|Vub| = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 within 1.3 standard
deviations.

D. Stability Checks

To check the stability of the result we redetermine the
partial branching fractions using two additional working
points. We change the BDT selection to increase and
decrease the amount of B ! Xc `+ ⌫` and other back-
grounds, and repeat the full analysis procedure. The
resulting values of �B(B ! Xu` ⌫`) are determined us-
ing the two-dimensional fit of MX : q2 and are shown
in Figure 10. The background contamination changes by

FIG. 10. The stability of the determined partial branching
fraction �B(B ! Xu` ⌫`) using the MX : q2 fit is studied
as a function of the BDT selection requirement. The clas-
sifier output selection of 0.83 and 0.87 correspond to signal
e�ciencies after the pre-selection of 22% and 15%, respec-
tively. These selections increase, or decrease the background
from B ! Xc `

+ ⌫` and other processes by 37% and 33%,
respectively. The grey and yellow bands show the total and
statistical error, respectively, with the nominal BDT working
point of 0.85.

+37% and �33%, respectively. The small shifts in cen-
tral value are well contained within the quoted system-
atic uncertainties. To further estimate the compatibility
of the result we determine the full statistical and sys-
tematic correlations of the results and recover that the
partial branching fraction with looser and tighter BDT
selection are in agreement with the nominal result within
1.1 and 1.4 standard deviations, respectively.

E. B ! Xu `+ ⌫` Charged Pion Multiplicity

The modeling the B ! Xu `+ ⌫` signal composition is
crucial to all presented measurements. One aspect dif-
ficult to assess is the Xu fragmentation simulation: the
charmless Xu state can decay via many di↵erent channels
producing a number of charged or neutral pions or kaons.
In Section V we discussed how we assess the uncertainty
on the number of ss̄ quark pairs produced in the Xu frag-
mentation. Due to the BDT removing such events to sup-
press the dominant B ! Xc `+ ⌫` background, no signal-
enriched region can be easily obtained. The accuracy of
the fragmentation into the number of charged pions can
be tested in the signal enriched region of MX < 1.7 GeV.
Figure 11 compares the charged pion multiplicity be-
tween simulated signal and background processes and
data. The signal and background predictions are scaled
to their respective normalizations obtained from the two-

FIG. 11. The post-fit charged pion multiplicity is shown for
events with MX < 1.7 GeV. The uncertainties on the MC
stack include all systematic uncertainties.
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Into the tool shed: EvtGen & Pythia8
Many analyses need generic B-Meson decay samples

* Pythia8 hadronized modes make up ca. 48% (!) of all simulated decays
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Can we measure incl. and excl.  at the same time? |Vub |
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C. B ! Xu `+ ⌫` CHARGED PION FRAGMENTATION MODELING1123

Figure 19 compares the charged pion multiplicity at di↵erent stages in the selection. This variable is not used in the1124

signal extraction, but its modeling is tested to make sure that the B ! Xu `+ ⌫` fragmentation probabilities cannot1125

bias the final result. The agreement in the signal enriched region with MX < 1.7 GeV after the BDT selection is fair,1126

but shows some deviations. We correct the generator level charged pion multiplicity to match the n
⇡
± observed in this1127

selection by assigning the non-resonant B ! Xu `+ ⌫` events a correction weight as a function of the true charged pion1128

multiplicity. After this procedure the agreement is perfect and we use the di↵erence in the reconstruction e�ciency1129

as an uncertainty on the pion fragmentation on the partial branching fractions and |Vub| (cf. Section V).1130

FIG. 19. The charged pion multiplicity (n
⇡
±) are compared between data and the simulation: (top left) for all events prior

the BDT selection; (top right) for all events after the BDT selection; (bottom left): for the signal enriched region of MX < 1.7
GeV; (bottom right) for the same region but after rescaling the non-resonant contributions such that the n

⇡
± fragmentation

probability to match the one observed in data.
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FIG. 2. The measured B ! D
(⇤)

l⌫̄ decay distributions [54, 56] compared to the best fit contours

(dark blue curves) for the “Lw�1+SR” fit, using LQCD at all w and QCDSR constraints. The blue

bands show the 68% CL regions. The orange curves and bands show the central values and the

68% CL regions of the fit predictions for d�(B ! D
(⇤)

⌧ ⌫̄)/dw.

44%. For |Vcb| the fit gives

|Vcb| = (39.3± 1.0)⇥ 10�3 . (40)

This is higher than the “Lw=1+SR” result, because the value of ⇢̄2⇤ is also higher.

The correlation matrices for all fits are shown in Appendix B. In the “Lw=1” and “Lw�1”
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bands show the 68% CL regions. The orange curves and bands show the central values and the

68% CL regions of the fit predictions for d�(B ! D
(⇤)
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44%. For |Vcb| the fit gives

|Vcb| = (39.3± 1.0)⇥ 10�3 . (40)

This is higher than the “Lw=1+SR” result, because the value of ⇢̄2⇤ is also higher.

The correlation matrices for all fits are shown in Appendix B. In the “Lw=1” and “Lw�1”
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Interesting if heavy quark symmetry 
inspired Form Factors are used:

B. B ! D(⇤) form factors

We use the standard definitions of the form factors. For B ! D decays,

hD| c̄ b |Bi =
p
mBmD hS (w + 1) , (10a)

hD| c̄�5b |Bi = hD| c̄�µ�5b |Bi = 0 , (10b)

hD| c̄�µb |Bi =
p
mBmD

⇥
h+(v + v0)µ + h�(v � v0)µ

⇤
, (10c)

hD| c̄�µ⌫b |Bi = i
p
mBmD

⇥
hT (v0µv⌫ � v0⌫vµ)

⇤
, (10d)

while for the B ! D⇤ transitions,

hD⇤
| c̄b |Bi = 0 , (11a)

hD⇤
| c̄�5b |Bi = �

p
mBmD⇤ hP (✏⇤ · v) , (11b)

hD⇤
| c̄�µb |Bi = i

p
mBmD⇤ hV "µ⌫↵� ✏⇤⌫v

0
↵v� , (11c)

hD⇤
| c̄�µ�5b |Bi =

p
mBmD⇤

⇥
hA1(w + 1)✏⇤µ � hA2(✏

⇤
· v)vµ � hA3(✏

⇤
· v)v0µ

⇤
, (11d)

hD⇤
| c̄�µ⌫b |Bi = �

p
mBmD⇤ "µ⌫↵�

⇥
hT1✏

⇤
↵(v + v0)� + hT2✏

⇤
↵(v � v0)� + hT3(✏

⇤
· v)v↵v

0
�

⇤
.

(11e)

The i, �1, and w+1 factors are chosen such that in the heavy quark limit each form factor

either vanishes or equals the leading order Isgur-Wise function,

h� = hA2 = hT2 = hT3 = 0 ,

h+ = hV = hA1 = hA3 = hS = hP = hT = hT1 = ⇠ . (12)

Using Eqs. (4) and (9), one can compute all form factors to order O(⇤QCD/mc,b) and

O(↵s). It is convenient to factor out ⇠(w), defining

ĥ(w) = h(w)/⇠(w) . (13)

By virtue of Eq. (6), the B ! Dl⌫̄ form factors only depend on two linear combinations of

subleading Isgur-Wise functions, L̂1 and L̂4,

ĥ+ = 1 + ↵̂s

h
CV1 +

w + 1

2
(CV2 + CV3)

i
+ ("c + "b) L̂1 ,

ĥ� = ↵̂s
w + 1

2
(CV2 � CV3) + ("c � "b) L̂4 ,

ĥS = 1 + ↵̂s CS + ("c + "b)

✓
L̂1 � L̂4

w � 1

w + 1

◆
,
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⇤
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Using Eqs. (4) and (9), one can compute all form factors to order O(⇤QCD/mc,b) and

O(↵s). It is convenient to factor out ⇠(w), defining

ĥ(w) = h(w)/⇠(w) . (13)

By virtue of Eq. (6), the B ! Dl⌫̄ form factors only depend on two linear combinations of

subleading Isgur-Wise functions, L̂1 and L̂4,

ĥ+ = 1 + ↵̂s

h
CV1 +

w + 1

2
(CV2 + CV3)

i
+ ("c + "b) L̂1 ,

ĥ� = ↵̂s
w + 1

2
(CV2 � CV3) + ("c � "b) L̂4 ,

ĥS = 1 + ↵̂s CS + ("c + "b)

✓
L̂1 � L̂4

w � 1

w + 1

◆
,
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ĥT = 1 + ↵̂s

�
CT1 � CT2 + CT3

�
+ ("c + "b)

�
L̂1 � L̂4

�
. (14)

For the B ! D⇤l⌫̄ form factors we obtain

ĥV = 1 + ↵̂s CV1 + "c
�
L̂2 � L̂5

�
+ "b

�
L̂1 � L̂4

�
,

ĥA1 = 1 + ↵̂s CA1 + "c

✓
L̂2 � L̂5

w � 1

w + 1

◆
+ "b

✓
L̂1 � L̂4

w � 1

w + 1

◆
,

ĥA2 = ↵̂s CA2 + "c
�
L̂3 + L̂6

�
,

ĥA3 = 1 + ↵̂s

�
CA1 + CA3

�
+ "c

�
L̂2 � L̂3 + L̂6 � L̂5

�
+ "b

�
L̂1 � L̂4

�
,

ĥP = 1 + ↵̂s CP + "c
⇥
L̂2 + L̂3(w � 1) + L̂5 � L̂6(w + 1)

⇤
+ "b

�
L̂1 � L̂4

�
,

ĥT1 = 1 + ↵̂s

h
CT1 +

w � 1

2

�
CT2 � CT3

�i
+ "cL̂2 + "bL̂1 ,

ĥT2 = ↵̂s
w + 1

2

�
CT2 + CT3

�
+ "cL̂5 � "bL̂4 ,

ĥT3 = ↵̂s CT2 + "c
�
L̂6 � L̂3

�
. (15)

In Eqs. (14) and (15), the relations for the SM currents — that is, h+, h�, hV , hA1 , hA2 ,

and hA3 — agree with the literature, e.g., Refs. [16, 20]. Because of Luke’s theorem, the

O(⇤QCD/mc,b) corrections to h+, hS, hA1 , and hT1 vanish at zero recoil. To the best of our

knowledge, the expressions for hT and hT1,2,3 cannot be found in the literature. For hT2 and

hT3 , which start at order ⇤QCD/mc,b, the partial results used in the literature (e.g., Ref. [28])

kept and left out terms, which are both order O(⇤QCD/mc,b).

The scalar and vector matrix elements in B ! D transitions, and the pseudoscalar and

axial vector ones in B ! D⇤, are related by the equations of motion

[mb(µ)�mc(µ)] hD| c̄ b |Bi = hD| c̄ /q b |Bi ,

�[mb(µ) +mc(µ)] hD
⇤
| c̄�5b |Bi = hD⇤

| c̄ /q�
5 b |Bi , (16)

in which mQ(µ) are the MS quark masses at a common scale µ, obeying

mQ = mQ(µ)


1 + ↵̂s

✓
4

3
� ln

m2
Q

µ2

◆
+ . . .

�
. (17)

One can verify using mb = mB � ⇤̄+O(⇤2
QCD/mb) and mc = mD(⇤) � ⇤̄+O(⇤2

QCD/mc) that

the form factor expansions in Eqs. (14) and (15) satisfy these relations, including all O("c,b)

and O(↵s) terms. We emphasize that this only holds using the MS masses at the common

scale µ. Using mb(mb) and mc(mc) [29] in Eqs. (16), as done in some papers, is inconsistent.

7

B
→

D
ℓν̄

ℓ
B

→
D

*ℓ
ν̄ ℓ

Lw=1 Lw=1+SR NoL NoL+SR Lw�1 Lw�1+SR th:Lw�1+SR

�
2 40.2 44.0 38.7 43.1 49.0 53.8 7.4

dof 44 48 43 47 48 52 4

|Vcb|⇥ 103 38.8± 1.2 38.5± 1.1 — — 39.1± 1.1 39.3± 1.0 —

G(1) 1.055± 0.008 1.056± 0.008 — — 1.060± 0.008 1.061± 0.007 1.052± 0.008

F(1) 0.904± 0.012 0.901± 0.011 — — 0.898± 0.012 0.895± 0.011 0.906± 0.013

⇢̄
2
⇤ 1.17± 0.12 1.19± 0.07 1.06± 0.15 1.19± 0.08 1.33± 0.11 1.24± 0.06 1.24± 0.08

�̂2(1) �0.26± 0.26 �0.07± 0.02 0.36± 0.62 �0.06± 0.02 0.13± 0.22 �0.06± 0.02 �0.06± 0.02

�̂
0
2(1) 0.21± 0.38 �0.00± 0.02 0.14± 0.39 �0.00± 0.02 �0.36± 0.28 �0.00± 0.02 �0.00± 0.02

�̂
0
3(1) 0.02± 0.07 0.05± 0.02 0.18± 0.19 0.04± 0.02 0.09± 0.07 0.05± 0.02 0.04± 0.02

⌘(1) 0.30± 0.04 0.30± 0.03 �0.56± 0.80 0.35± 0.14 0.30± 0.04 0.30± 0.03 0.31± 0.04

⌘
0(1) 0 (fixed) �0.12± 0.16 0 (fixed) �0.11± 0.18 0 (fixed) �0.05± 0.09 0.05± 0.10

m
1S
b [GeV] 4.70± 0.05 4.70± 0.05 4.71± 0.05 4.70± 0.05 4.71± 0.05 4.71± 0.05 4.71± 0.05

�mbc [GeV] 3.40± 0.02 3.40± 0.02 3.40± 0.02 3.40± 0.02 3.40± 0.02 3.40± 0.02 3.40± 0.02

TABLE II. Summary of the results for the fit scenarios considered. The correlations are shown in

Appendix B.

for 48 dof, corresponding to a fit probability of 8%, which is still an acceptable fit. The

slope parameter becomes ⇢̄2⇤ = 0.93 ± 0.05, below those obtained including the ⇤QCD/mc,b

corrections. The uncertainty of ⇢̄2⇤ is noticeably smaller due to the smaller number of degrees

of freedom in this fit. The value of |Vcb| is only weakly a↵ected by this shift in ⇢̄2⇤.

In the “NoL” fits, using no LQCD inputs, we use only shape information to disentangle ⇢̄2⇤

from the subleading contributions, while allowing the B ! Dl⌫̄ and B ! D⇤l⌫̄ channels to

each have arbitrary normalizations (these fits cannot determine |Vcb|). This results in large

uncertainties in the QCDSR unconstrained fit. Again, ⌘0(1) and ⇢̄2⇤ are strongly correlated,

so the former is fixed at zero. Including the QCDSR constraints in the “NoL+SR” fit yields

results close to those in the “Lw=1+SR” fit.

In the “th:Lw�1+SR” scenario, which uses no experimental data, fitting the parametrized

⇠(w) to the six lattice points for f+,0(w) in Table III and F(1) in Eq. (35), results in a slope

parameter

⇢̄2⇤ = 1.24± 0.08 . (38)

The fitted w spectra are shown in Fig. 1 (gray curves), together with the lattice data points.

The �2 of the fit is 7.4, corresponding to a fit probability of 11% with 7 � 3 = 4 degrees
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This links dynamics of 
 & B → Dℓν̄ℓ B → D*ℓν̄ℓ

Example fit for leading IW

function and sub-leading

parameters

Leading Isgur-Wise

function
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LHCb Systematics

their shapes, the B0
s → D!!−

s μþνμ channels are grouped
with Bs → D−

s DX decays, while B0
s → D−

s τþð→ μþνμν̄τÞντ
is combined with Bu;d → D−

s DX decays.
The corrected mass distributions of the signal and

normalization candidates are shown in Fig. 1, with the
binned maximum-likelihood fit projections overlaid.
The B0

s → K−μþνμ yields for q2 < 7 and q2 >
7 GeV2=c4 regions are found to be NK ¼ 6922& 285
and 6399& 370, respectively, while the B0

s → D−
s μþνμ

yield is NDs
¼ 201450& 5200. The uncertainties include

both the effect of the limited dataset and the finite size of
the samples used to derive the fit templates. Unfolding the
two effects in quadrature shows that they have similar sizes.
This is the first observation of the decay B0

s → K−μþνμ.
The ratio of branching fractions is inferred as

RBF≡
BðB0

s →K−μþνμÞ
BðB0

s →D−
s μþνμÞ

¼ NK

NDs

ϵDs

ϵK
×BðD−

s →KþK−π−Þ;

ð2Þ

with BðD−
s → KþK−π−Þ ¼ ð5.39& 0.15Þ% [26] and gives

RBFðlowÞ ¼ ½1.66& 0.08ðstatÞ & 0.07ðsystÞ
& 0.05ðDsÞ( × 10−3;

RBFðhighÞ ¼ ½3.25& 0.21ðstatÞþ0.16
−0.17ðsystÞ

& 0.09ðDsÞ( × 10−3;

RBFðallÞ ¼ ½4.89& 0.21ðstatÞþ0.20
−0.21ðsystÞ

& 0.14ðDsÞ( × 10−3;

where the uncertainties are statistical, systematic, and due
to the D−

s → KþK−π− branching fraction. Table I summa-
rizes the systematic uncertainties. It includes uncertainties
on the calibration and correction of the track reconstruction,
trigger, particle identification, selection variables, migra-
tion of events between q2 regions, efficiencies, and the fit

template distributions. The largest systematic uncertainty
originates from the fit templates and is evaluated by varying
the shape of the fit components according to alternative
models and also by modifying within its uncertainty the
mixture of exclusive decays representing some of the
background contributions. In particular, the signal shape
is varied using various form factor models [29–32]. A
similar procedure is applied to the normalization channel.
The tracking uncertainty comprises the limited precision on
tracking efficiency corrections obtained from control sam-
ples in data and the uncertainty on modeling the hadronic
interactions with the detector material. The uncertainty on
the q2 migration is related to the limited accuracy of the
evaluation of the cross feed between low- and high-q2

regions in simulation.
To determine the branching fraction BðB0

s → K−μþνμÞ
and the ratio jVubj=jVcbj, the predicted integrals of the
form factors FFY ¼ jVxbj−2

R
½dΓðB0

s → YμþνμÞ=dq2(dq2
(Y ¼ K−, D−

s ; x ¼ u, c) are required. The absolute
branching fraction is calculated as BðB0

s → K−μþνμÞ ¼
τBs

× jVcbj2 × FFDs
× RBF. The inputs are the exclusive

value of jVcbj ¼ ð39.5& 0.9Þ × 10−3 [26], the B0
s meson

lifetime τBs
¼ 1.515& 0.004 ps [26], and the form factor

integral FFDs
¼ 9.15& 0.37 ps−1 based on a recent LQCD

computation [28]. This leads to

BðB0
s → K−μþνμÞ ¼ ½1.06& 0.05ðstatÞ & 0.04ðsystÞ

& 0.06ðextÞ & 0.04ðFFÞ( × 10−4;

where the uncertainties are statistical, systematic, from
the external inputs (D−

s branching fraction, B0
s lifetime,

and jVcbj), and the B0
s → D−

s form factor integral, respec-
tively. Combining the systematic uncertainties, the branch-
ing fraction is BðB0

s → K−μþνμÞ ¼ ½1.06& 0.05ðstatÞ&
0.08ðsystÞ( × 10−4.
The ratio of CKM elements jVubj=jVcbj is obtained

through the relation RBF ¼ jVubj2=jVcbj2 × FFK=FFDs
. For

the FFK value, a recent LQCD prediction is used for the
high-q2 range, FFKðq2 > 7 GeV2=c4Þ ¼ 3.32& 0.46 ps−1

[31], while a LCSR calculation [32] is used for the low-q2

range, FFKðq2 < 7GeV2=c4Þ ¼ 4.14& 0.38 ps−1, due to
the lower accuracy of LQCD calculations in this region.
The obtained values are

jVubj=jVcbjðlowÞ ¼ 0.0607& 0.0015ðstatÞ & 0.0013ðsystÞ
& 0.0008 ðDsÞ & 0.0030 ðFFÞ;

jVubj=jVcbjðhighÞ ¼ 0.0946& 0.0030ðstatÞþ0.0024
−0.0025ðsystÞ

& 0.0013 ðDsÞ & 0.0068 ðFFÞ;

where the latter two uncertainties are from the D−
s branch-

ing fraction and the form factor integrals. The discrepancy
between the values of jVubj=jVcbj for the low- and high-q2

TABLE I. Relative systematic uncertainties on the ratio
BðB0

s → K−μþνμÞ=BðB0
s → D−

s μþνμÞ, in percent.

Uncertainty All q2 Low q2 High q2

Tracking 2.0 2.0 2.0
Trigger 1.4 1.2 1.6
Particle identification 1.0 1.0 1.0
σðmcorrÞ 0.5 0.5 0.5
Isolation 0.2 0.2 0.2
Charged BDT 0.6 0.6 0.6
Neutral BDT 1.1 1.1 1.1
q2 migration ) ) ) 2.0 2.0
Efficiency 1.2 1.6 1.6
Fit template þ2.3

−2.9
þ1.8
−2.4

þ3.0
−3.4

Total þ4.0
−4.3

þ4.3
−4.5

þ5.0
−5.3

PHYSICAL REVIEW LETTERS 126, 081804 (2021)

081804-4

Bs → Kμν̄μ

Table 7: Summary of the uncertainties a↵ecting the measured parameters. The upper section reports the systematic uncertainties due to the
external inputs (ext), the middle section those due to the experimental methods (syst), and the lower section the statistical uncertainties (stat).
For the first source of uncertainty the multiplication by ⌧ holds only for the |Vcb| fits.

Source

Uncertainty

CLN parametrization BGL parametrization

|Vcb| ⇢
2(D�

s ) G(0) ⇢
2(D⇤�

s ) R1(1) R2(1) |Vcb| d1 d2 G(0) b1 c1 a0 a1 R R⇤

[10�3] [10�1] [10�2] [10�1] [10�1] [10�1] [10�3] [10�2] [10�1] [10�2] [10�1] [10�3] [10�2] [10�1] [10�1] [10�1]

fs/fd ⇥ B(D�
s ! K

+
K

�
⇡
�)(⇥⌧) 0.8 0.0 0.0 0.0 0.0 0.0 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.4 0.4

B(D� ! K
�
K

+
⇡
�) 0.5 0.0 0.0 0.0 0.0 0.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.3 0.3

B(D⇤� ! D
�
X) 0.2 0.0 0.1 0.0 0.1 0.0 0.1 0.0 0.0 0.1 0.0 0.2 0.0 0.3 – 0.2

B(B0 ! D
�
µ
+
⌫µ) 0.4 0.0 0.3 0.1 0.2 0.1 0.5 0.1 0.0 0.1 0.1 0.4 0.1 0.7 – –

B(B0 ! D
⇤�
µ
+
⌫µ) 0.3 0.0 0.2 0.1 0.1 0.1 0.2 0.0 0.0 0.1 0.1 0.3 0.1 0.4 – –

m(B0
s ), m(D(⇤)�) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 – –

⌘EW 0.2 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.1 – –
hA1(1) 0.3 0.0 0.2 0.1 0.1 0.1 0.3 0.0 0.0 0.1 0.1 0.3 0.1 0.5 – –

External inputs (ext) 1.2 0.0 0.4 0.1 0.2 0.1 1.2 0.1 0.0 0.1 0.1 0.6 0.1 0.8 0.5 0.5

D
�
(s) ! K

+
K

�
⇡
� model 0.8 0.0 0.0 0.0 0.0 0.0 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 0.4

Background 0.4 0.3 2.2 0.5 0.9 0.7 0.1 0.5 0.2 2.3 0.7 2.0 0.5 2.0 0.4 0.6
Fit bias 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.2 0.4 0.2 0.4 0.0 0.0
Corrections to simulation 0.0 0.0 0.5 0.0 0.1 0.0 0.0 0.1 0.0 0.1 0.0 0.0 0.0 0.1 0.0 0.0
Form-factor parametrization – – – – – – – – – – – – – – 0.0 0.1

Experimental (syst) 0.9 0.3 2.2 0.5 0.9 0.7 0.9 0.5 0.2 2.3 0.7 2.1 0.5 2.0 0.6 0.7

Statistical (stat) 0.6 0.5 3.4 1.7 2.5 1.6 0.8 0.7 0.5 3.4 0.7 2.2 0.9 2.6 0.5 0.5
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