
Allen: a GPU trigger for LHCb

● Standalone package
● Run configurable sequence of algorithms
● Process O(1000) events in parallel
● Handles host/device memory allocation and transfers between
   host and device
● Sequence configurable at compile time
● Algorithms configurable at runtime
● Run tracking and vertex reconstruction
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Fig. 5: Full HLT1 sequence implemented in CUDA to run on GPUs. Raw data is copied as input to the GPU,
selected events are copied back to thehost CPU as output. Rhombi represent algorithms reducing theevent rate,
while rectangles represent algorithms processing data.

f tting of individual vertex candidates and would re-
quire sequential processing. Instead, every track is as-
signed to every vertex based on a weight, so that all
candidates can be f tted in parallel.

2.3.2 UT detector

Four layers of silicon strip detectors make up the UT
detector, the strips of the two outer layers are aligned
vertically, the two inner layers are tilted by +5◦ and
−5◦ around the z-axis respectively. Since more than
75%of the hits consist of only one f red strip, no clus-
tering isperformed in thissubdetector. TheUT hitsare
decoded into regionsbased on their x-coordinate. Every
region is then sorted by the y-coordinate. This allows
for a fast look-up of hits around the position of an ex-
trapolated Velo track. Velo tracks are extrapolated to
the UT detector based on a minimum momentum cut-
of of 3 GeV, resulting in a maximal bending allowed
between theVeloand UT detectors.Thereisno require-
ment on the transverse momentum. Subsequently, UT
hits are assigned to Velo tracks and the track momen-
tum is determined from the bending between the Velo
and UT f tted straight-line track segments with a res-
olution of about 20%. The UT decoding and tracking
algorithms are described in more detail in Ref. [18].

2.3.3 SciFi detector

The SciFi detector consists of three stations with four
layers of scintillating f bres each, where the four layers
of every stationarein x-u-v-x conf guration. Theu-and
v-layers are tilted by +5◦ and −5◦ , respectively, while
the x-layers are vertical. The clustering of the SciFi
hits and sorting along x is performed on the readout
board; therefore, sorted clusters are obtai ed directly
when decoding.

Tracks passing through both the Velo and UT de-
tectors are extrapolated to the SciFi detector using a
parameterization based on the track direction and the
momentum estimate obtained after the UT tracking.
This avoids loading the large magnetic f eld map into
GPU memory. A search window def ned by the UT
trackpropertiesandamaximumnumber of allowedhits
is determined for every UT track and every SciFi layer.

The hit ef ciency of the scintillating f bres is 98–
99%;therefore, several seeds areallowed per UT track,
so that thetrack reconstruction ef ciency isnot limited
by requiring hits from specif c layers. Seeds are formed
combining triplets of hits from within the search win-
dows of one x-layer in each of the three SciFi stations.
The curvature of tracks inside the SciFi region due to
theresidual magnetic f eld tailsfromtheLHCbdipoleis
taken into account when selecting thebest seeds. Only
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(Left) sequence of algorithms; (top right) efficiency of vertex 
reconstruction; (bottom right) momentum resolution of track 
reconstruction.
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● Throughput rate allows running on O(500) GPUs
● Throughput still scales with theoretical GPU
   performance
● New GPU performance expected to improve further by
   start of Run III

Options to do even more in HLT1:
● Improve low-momentum tracking efficiency
● Decode calorimeter information
● Remove global event cut
● Downstream track reconstruction

Throughput
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Overview of the LHCb trigger for Run III: (left) baseline and 
(right) GPU-enhanced. A GPU-based first-stage (HLT1) trigger 
would reduce the data rate between the two server farms by a 
factor of 30-60. Cost saving on networking offsets the cost of 
GPUs.

GPU-enhanced Trigger

By

The upgraded LHCb detector
The y-component of the magnetic field is superposed to 
visualise in which parts of the detector trajectories are bent.

The LHCb Detector

Integrated monitoring of selection rates and reconstructed 
objects: (top left) number of data slices monitored; (top right) 
event selection rates; (bottom left) number of reconstructed 
tracks per event; (bottom right) number of reconstructed 
primary vertices per event.
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