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Currently being integrated into formats that we want to decrease data size.
CMS’s production reconstruction . Users should be enabled to work on a
multitude of data formats (esp. non-ROOQOT)
without having to write them to disk.

We are currently prototyping an Intelligent Data
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created a community white paper which has been guiding with our standard tools. Available on pypi.
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IRIS-HEP continues to build community with virtual weekly

topical meetings, with small in person Blueprint workshops Open Science Grid

to build field consensus, and sponsorship of more general s ||
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