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Collectivity in small systems

2

4

FIG. 2. Elliptic (v2), triangular (v3) and quadrupolar (v4) flow coe�cients from superSONIC simulations (bands) compared
to experimental data from ATLAS, CMS and ALICE (symbols) for p+p (left panel), p+Pb (center panel) and Pb+Pb (right
panel) collisions at

p
s = 5.02 TeV [58–62]. Simulation parameters used were ⌘

s = 0.08 and ⇣
s = 0.01 for all systems. Note that

ATLAS results for v3, v4 are only available for
p
s = 13 TeV, while all simulation results are for

p
s = 5.02 TeV.

imental measurements at mid-rapidity. The source code
to superSONIC is publicly available [57].

RESULTS

Using superSONIC with OSU initial conditions for the
nucleon, central p+p, p+Pb and Pb+Pb collisions atp
s = 5.02 TeV have been simulated using one single fluid

framework with fixed values of shear and bulk viscosity
coe�cients for all systems. The results for the di↵erential
elliptic, triangular and quadrupolar flow at midrapidity
from superSONIC are shown in Fig. 2 together with ex-
perimental results from the ALICE, CMS and ATLAS
experiments [58–62]. The size of the bands shown for su-
perSONIC calculations includes statistical errors for the
simulations as well as systematic uncertainties obtained
from changing the second-order transport parameter ⌧⇡.
The size of the uncertainty bands suggests that simula-
tion results for all systems shown are not strongly sensi-
tive to the presence of other, non-hydrodynamic modes,
and thus a hydrodynamic e↵ective description seems ap-
plicable.

Overall, Fig. 2 implies good agreement between the
superSONIC model and experiment at low momenta for
all collision systems when taking into account the sys-
tematic and statistical uncertainties in both the theory
and experimental results. It should be pointed out that
no fine-tuning of superSONIC parameters has been at-
tempted, so no precision fit of the experimental data can
be expected. Furthermore, note that in the case of p+p
collisions, ATLAS data for v3, v4 is only available forp
s = 13 TeV, more than twice the simulated collision

energy of
p
s = 5.02 TeV.

The case of p+p collision at
p
s = 5.02 TeV has more-

over been studied as a function of multiplicity, and re-
sults for the multiplicity, mean pion transverse momen-

tum, and integrated elliptic flow are shown in Fig. 3 to-
gether with experimental data. This figure suggests that
the multiplicity distribution is well represented in the
superSONIC model, while the pion mean transverse mo-
mentum only qualitatively matches experimental results:
the simulated hpT i values exceed the results measured
by ALICE (at

p
s = 7 TeV) at all multiplicities. This

finding is not surprising given that present simulations
did not include bulk viscous corrections to the pion spec-
tra, which can be expected to considerably a↵ect hpT i
results, cf. Refs. [38, 55, 63]. Given the extreme sensitiv-
ity of hpT i on bulk viscosity for proton+proton collisions
[38], it is quite possible that including bulk corrections to
spectra and/or fine tuning can lead to quantitative agree-
ment of simulation and experiment for hpT i in p+p col-
lisions, while not significantly altering results for p+Pb
and Pb+Pb collisions. Such fine-tuning is left for future
work.

Also shown in Fig. 3 is the integrated elliptic flow coef-
ficient as a function of multiplicity, indicating that v2 sat-
urates at high multiplicities similar to what is observed
experimentally. At low multiplicities, experimental pro-
cedures employed by di↵erent experiments lead to di↵er-
ent results. So while the method employed by the ATLAS
experiment suggests a near constant behavior of v2 as a
function of multiplicity, the method employed by CMS
(not shown in Fig. 3) by construction implies that inte-
grated v2 decreases as multiplicity is lowered. Neverthe-
less, reproducing the apparent saturation of integrated
v2 at around 6 percent for high multiplicities (for which
both ATLAS and CMS experiments agree on) is non-
trivial for any model as this trend depends on the choice
of shear viscosity and nucleon initial state parameters.

For p+Pb collisions and Pb+Pb collisions at
p
s = 5.02

TeV, the model results for dN
dy for the 0-5% highest mul-

tiplicity events are within five percent of the experimen-
tal values at midrapidity [64, 65] when converting super-

Seemingly universal collective behavior in AA, pA, and pp, 
well described within a unified hydrodynamic paradigm!

What’s the smallest system that exhibits this behavior?   
(What are the minimal conditions?)


Can we learn by looking at exotic collision systems, with 
qualitatively different initial states?


What should we see at the Electron-Ion Collider?



Photo-nuclear collisions

Nucleus intact 
No neutrons

Nucleus breaks up 
Multiple neutrons

Rapidity 
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No rapidity 
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A “direct” process:
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Photo-nuclear collisions

Nucleus intact 
No neutrons

Nucleus breaks up 
Multiple neutrons

Gap partially 
filled

No rapidity 
gap clusters in 

calorimeter 
(|η| < 4.9)

tracks in ID 
(|η| < 2.5)

A “resolved” process:

pieces of 
photon 
remnant 
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ZDC signal           
(η < -8.3)

ZDC veto           
(η > 8.3)



• Characterically asymmetric topologies


• Surprisingly high multiplicities (within large ATLAS acceptance)


• Large luminosity 2018 Pb+Pb dataset, 1.7 nb-1 

Photo-nuclear events in data
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Figure 13: Display of an event with large rapidity gap taken with the ZDC XOR trigger, firing on more
than one spectator neutrons on one side and no neutrons on the other side. Rapidity gap is on the side
with no neutrons in the ZDC.
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single sided ZDC triggers select photonuclear events:  
unwanted background to “normal” HI events…



Event selection
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Select events with large 
photon-side sum-of-gaps
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Comparison with DPMJET and 
Pythia (to model ɣ+A) and HIJING 

(to model peripheral Pb+Pb):


ɣ+A dominates at Δη > 2.5

Select events with large 
photon-side sum-of-gaps



Properties of ɣ+A events
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Steeply falling multiplicity 
distribution for ɣ+A events - 
specialized trigger used to 

collect large statistics!
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Asymmetric dN/dη distribution   
- similar to p+A collisions! 

Steeply falling multiplicity 
distribution for ɣ+A events - 
specialized trigger used to 

collect large statistics!



What are we selecting? 

According to DPMJET,


@ Nch = 15:

<Eɣ> ~ 30 GeV, √sɣN ~ 600 GeV


@ Nch = 30:

<Eɣ> ~ 60 GeV, √sɣN ~ 800 GeV
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paradigm - most of these proceed 
as, e.g., ρ+A interactions



Two-particle correlations in ɣ+A
“Standard” two-particle correlation analysis, 

pTa,b = 0.4-2 GeV, |Δη| > 2 between pairs 
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Similar structures in 2-D correlation 
function as in hadronic collisions!



Δɸ modulation
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of the bulk!
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similar v2(pT) as in 
pp, but within larger 

uncertainties


significantly smaller 
than in p+Pb

ɣ+A

pp
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16Shi et al., PRD 103, 054017 (2021)

Paper claim: use ɣ+A 
as benchmark for CGC 

signal in EIC!

https://arxiv.org/abs/2008.03569
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How to constrain? 
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as benchmark for CGC 

signal in EIC!
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Model comparison - final state

18

Zhao, Shen, Schenke, 
nucl-th/2203.06094

Full (3+1)D dynamical 
simulation - important given 

extreme asymmetry of system!
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FIG. 4. (Color online) The pT -di↵erential elliptic flow coe�-
cient v2(pT ) of charged hadrons in p+Pb and �⇤+Pb collisions
from the 3d-glauber+music+urqmd simulations are com-
pared to ATLAS data [24, 50]. The v2(pT ) are calculated us-
ing the Scalar-Product method by imposing |�⌘| > 2 between
the particle of interest and the reference charged hadrons in
�2.5 < ⌘ < 2.5 and 0.5 < pT < 5.0 GeV (0.4 < pT < 2.0
GeV) for p+Pb (�⇤+Pb) collisions.

(3+1)D simulations when quantitatively studying collec-
tivity in small collision systems, and demonstrates that
the elliptic flow hierarchy between �⇤+Pb and p+Pb col-
lisions alone can not distinguish whether initial-state mo-
mentum anisotropies [38] or geometry dependent final-
state e↵ects are the dominant sources of anisotropies in
these small systems.

Our model predicts that triangular flow in �⇤+Pb col-
lisions is smaller than that in p+Pb collisions at the same
charged hadron multiplicity, again because of the larger
longitudinal decorrelation. Consequently, the ordering of
v3{2} between �⇤+Pb and p+Pb collisions in our model
is opposite to the ATLAS data, which shows a larger
v3{2} in �⇤+Pb collisions. The magnitude of v3{2} in
�⇤+Pb collisions may be sensitive to vector meson’s de-
tailed substructure fluctuations.

Figure 4 shows our model comparison for the charged
hadron pT -di↵erential elliptic flow v2(pT ) with the AT-
LAS measurements in 20 < Nch < 60 and Nch > 60
�⇤+Pb and p+Pb collisions [24, 50]. Our v2(pT ) result
for the Nch > 60 events in p+Pb collisions agrees excel-
lently with the ALTAS data, marking a good baseline to
study the v2(pT ) in �⇤+Pb collisions. Comparing this
result with the one from the 20 < Nch < 60 multiplic-
ity bin of p+Pb collisions, we see a sizable suppression
of v2(pT ) for pT > 1GeV in the lower multiplicity bin
because of a shorter fireball lifetime.

The v2(pT ) in �⇤+Pb collisions in the same 20 < Nch <
60 multiplicity bin is 10-15% smaller than the p+Pb
v2(pT ) across all pT values because of the larger longitudi-
nal decorrelation with the reference flow angle in �⇤+Pb
collisions. Our model prediction agrees reasonably well
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FIG. 5. (Color online) The pT -di↵erential elliptic flow coef-
ficient v2(pT ) of charged hadrons in �⇤+Pb collisions from
the 3d-glauber+music+urqmd simulations with di↵erent
photon virtualities are compared to the ATLAS data [24].

with the ATLAS data for pT < 2.0 GeV. The ATLAS
UPC v2(pT ) decreases quickly as pT increases above 1.6
GeV. This behavior is not seen in our calculations. For
pT above 2 GeV, other physics processes, such as quark
recombination, start to be important for anisotropic flow
coe�cients [15, 54].
Finally, we explore the sensitivity of v2(pT ) to the vec-

tor meson transverse size in �⇤+Pb collisions. Because
in the experiment the incoming �⇤’s virtuality Q2 fluc-
tuates from event to event, the projectile vector meson’s
average size also fluctuates as it is inversely proportional
to Q2. This adds to the geometric fluctuations result-
ing from the random positions of the two hot spots (at
fixed average size). We estimate the uncertainty on the
final v2(pT ) from such Q2 fluctuations by running sim-
ulations at di↵erent values of Q2. Figure 5 shows that
vector mesons with large virtuality result in smaller ellip-
tic flow coe�cients because there is less transverse space
for the geometry to fluctuate and the average elliptici-
ties are smaller. Increasing the virtuality from 0.04GeV2

to 0.25GeV2, the v2(pT ) in �⇤+Pb decreases monoton-
ically (We remind the reader that te default value is
Q2 = 0.0625GeV2). The overall relative variation is
about 30%. Future experiments at an Electron-Ion Col-
lider will provide direct access to the photon’s virtuality.
Therefore, one will be able to systematically test the pre-
dictions from the hydrodynamic framework by measuring
elliptic anisotropies for di↵erent photon virtualities.

4. Summary. In this letter, we have carried out the first
dynamical (3+1)D simulations that quantitatively study
the collectivity in p+Pb and ultra-peripheral Pb+Pb col-
lisions at LHC energies within the relativistic hydrody-
namic approach. Because these asymmetric collision sys-
tems do not have any reasonably wide rapidity window

https://arxiv.org/abs/2203.06094
https://arxiv.org/abs/2203.06094


Model comparison - final state
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Paper claim: ɣ+Pb < p+Pb 
flow hierarchy from 
significantly larger 

longitudinal decorrelation 
& large rapidity boost


⇒ dial up photon  in 
model to predict EIC!

Q2

Note: single ɣ energy,             
ρ modeled with simple           

2-constituent quark PDF 

⇒ what are the impacts?
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average size also fluctuates as it is inversely proportional
to Q2. This adds to the geometric fluctuations result-
ing from the random positions of the two hot spots (at
fixed average size). We estimate the uncertainty on the
final v2(pT ) from such Q2 fluctuations by running sim-
ulations at di↵erent values of Q2. Figure 5 shows that
vector mesons with large virtuality result in smaller ellip-
tic flow coe�cients because there is less transverse space
for the geometry to fluctuate and the average elliptici-
ties are smaller. Increasing the virtuality from 0.04GeV2

to 0.25GeV2, the v2(pT ) in �⇤+Pb decreases monoton-
ically (We remind the reader that te default value is
Q2 = 0.0625GeV2). The overall relative variation is
about 30%. Future experiments at an Electron-Ion Col-
lider will provide direct access to the photon’s virtuality.
Therefore, one will be able to systematically test the pre-
dictions from the hydrodynamic framework by measuring
elliptic anisotropies for di↵erent photon virtualities.

4. Summary. In this letter, we have carried out the first
dynamical (3+1)D simulations that quantitatively study
the collectivity in p+Pb and ultra-peripheral Pb+Pb col-
lisions at LHC energies within the relativistic hydrody-
namic approach. Because these asymmetric collision sys-
tems do not have any reasonably wide rapidity window

Full (3+1)D dynamical 
simulation - important given 

extreme asymmetry of system!

https://arxiv.org/abs/2203.06094
https://arxiv.org/abs/2203.06094


Next: ɣ+A chemistry?
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For Λ and Λ decays, the track with the higher pT is as-
signed the proton mass and the other track is assigned
the pion mass. In the simulated sample this identifica-
tion is correct for 99.8% of the candidates. The Λ and Λ
candidates are required to satisfy the following criteria:

• The χ2 of the two-track vertex fit is required to be
less than 15 (with 1 degree of freedom).

• The transverse flight distance is required to be be-
tween 17 mm and 450 mm.

• The cosine of the pointing angle is required to
be greater than 0.9998 (equivalent to an angle of
1.15◦).

• The pT of the Λ candidate is required to be greater
than 500 MeV

These requirements reduce the combinatorial back-
ground. The smaller signal-to-background ratio in the Λ
sample with respect to the K0

S sample requires a tighter
pointing requirement, while the larger value of the flight-
distance selection exploits the longer lifetime of the Λ
baryon. The minimum pT cut removes poorly recon-
structed candidates. The distributions of the invariant
mass of the K0

S
and Λ candidates in the data and MC

samples are shown in Fig. 1.
Figures 2 and 3 show the reconstruction efficiency of

K0
S , Λ, and Λ candidates versus the radial position of

the decay vertex, pT, and rapidity. The efficiency is de-
termined from simulation by comparing the number of
generated K0

S
hadrons with the number of reconstructed

candidates after all selection criteria are applied. The
efficiency turn-on curve versus pT is mainly an effect of
tracking efficiency, while the radial plot clearly shows the
drops in efficiency when crossing detector layers, reflect-
ing the lower efficiency of reconstructing and selecting
tracks that have fewer hits in the silicon detector. (The
effect is most pronounced at the Pixel layers, located
roughly at radii of 50, 80, and 120 mm.)

V. EFFICIENCY AND CORRECTION
PROCEDURE

The measuredK0
S and Λ production quantities are dis-

tributions versus rapidity and transverse momentum as
well as the number of K0

S or Λ candidates per event (the
“multiplicity”). To remove the background from the pT
and rapidity distributions, the reconstructed invariant-
mass distribution is fitted for signal and background sep-
arately in every bin of pT and rapidity. The background-
subtracted distributions are then corrected through an
unfolding algorithm for detector resolution of the pT and
rapidity measurements as well as for the reconstruction
efficiency. In the measurement of the production ratio
of Λ to Λ baryons, a separate correction procedure is
employed accounting for the difference in the detector
response to positively and negatively charged baryons.
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FIG. 1. Comparison of measured and predicted K0
S (top) and

Λ (bottom) invariant-mass distributions in the 7 TeV samples.
The points are data, while the histograms show the MC sam-
ple with signal and background components separately nor-
malized to the data. The solid line is the line-shape function
fitted to data, while the dot-dashed line shows the component
of the fitted function describing the combinatoric background
(see Sec. VA 1).

A. Corrections to K0
S and Λ distributions

The corrections are evaluated separately for the 7 TeV
and 900 GeV samples and are described sequentially be-
low. The final distributions are normalized to unity by
dividing by the total number of measured hadrons.

1. Background correction

The number of signal candidates in a given bin of the
rapidity and transverse-momentum distributions is de-
termined by fitting the invariant-mass spectrum of the
K0

S or Λ candidates in that bin. The value and statisti-
cal uncertainty on the bin are then determined from the
fitted signal yield and its uncertainty. For the K0

S candi-
dates the functional form that is found to describe well
the shape in data combines the sum of two Gaussians for
the signal peak and a third-order polynomial for the com-
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dividing by the total number of measured hadrons.

1. Background correction
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Presence of strong final-
state interactions?


⟹ study identified particle 
production!


ATLAS has ample 
capabilities for this
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ATLAS, PRD 85 (2012) 012001

Λ → pπK → ππ

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2011-016/
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.85.012001


Thank you - Dziękuję!
PRC 104 (2021) 014903 or 

ATLAS Results Page
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https://journals.aps.org/prc/abstract/10.1103/PhysRevC.104.014903
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/HION-2018-27/
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v2 and v3 vs. pT
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only weak constraint on v3(pT)similar v2(pT) as in pp, but 
within significant uncertainties



Data/MC comparisons
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Input for our theory colleagues to model these interesting collisions!
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Δɸ modulation - more examples
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After careful non-flow subtraction, see 
robust signal of a near-side ridge!


